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General architecture of a biomedical instrumentation. The signal can be generated spontaneously or
by applying an external radiation (medical imaging).

We have a sensing element that senses the physical quantity and converts it in an electrical signal.
Then the signal is amplified, filtered and then it goes in a system that extracts the variable of interest.

BIOLOGICAL SIGNALS

If we measure the potential across the wall of a cell, we have a resting potential of -70mV. It is the
result of an electrochemical exchange through the membrane of the cell. The imbalance of ions across
the membrane causes a potential difference.

If then a cell is stimulated externally, the voltage is modified and a pulse (action potential) is produced
and measured.

A particular organ of interest is the heart, in which we have
tissues in which an AP (action potential) is taking place. In
green we have the atria, in brown the ventricles.

Other nodes are producing AP, and we can see AP of the
various tissues. What we see is that the pulses are
synchronized in a sequence from top to bottom. This is why
atria contracts before ventricles (delays of corresponding AP).
‘We have not access to these local Aps, we can only sense the
effects. The overall waveform is the result of the combination
of the various AP.
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Measurement

A medical instrument must measure Aps, done connecting the patient with electrodes and using a
differential amplifier. We don’t measure the absolute V (i.e. referred to ground), but the difference.
This because superposed to the useful info we have a very large common voltage on the body. With a
unipolar measurement the spike would be superposed to this. With a differential one we discard this
common voltage.



Effects that work against us:

- Common mode: INA is commonly used because it has a high input impedance, so it is less
sensitive to the impedance of the source and good rejection of the common mode - common
voltage is cancelled and not amplified.

To reduce the common mode we can use a circuit where the patient is put in a loop in a way that
common mode is measured, amplified, inverted and applied to the right leg of the patient 2 common
mode (product between injected current and resistance of the body) is reduced by close loop gain.

PACEMAKER

Implanted in the thorax and connected to the internal walls of the heart. It must provide pulses to the
heart since the heart cannot do it autonomously.

In pacemakers batteries are very important - must last for several years. Moreover, the pacemaker
can also record waveforms - used also for diagnostics. The main challenge is the power consumption.
Indeed, the battery capacity is 2000mA/h, similar to the one of the smartphone = challenging to
provide the power and don’t waste it.

The PM has a sensing amplifier that works with 1,5V and 100nA of current consumption - transistor
with small current ‘I’ to keep them open.

The technology used is the CMOS for the transistor.

To filter the signal, we can use the RC: *-Ah
cC

+

The pole is 1/RC. To have a small pole, the RC must be large. C cannot be > 10pF, so R must be in
MOhm. But this is a too big value for a resistor in integrated circuits (ICs) - technologies required to
implement equivalent large resistors without physically use it. We need a kind of replacement,
equivalent resistor = switched capacitors.

Switched capacitors amplifiers

It is a technique. We have an integrator (low pass filter). The problem with R and C is still the same.
The R is replaced with an equivalent ohm law.

We have no resistors, but capacitors and switches, that are very small = can be used in ICs. Firstly
phil is closed and C charged. Open it and then close phi2. C is discharged. This is done iteratively
and, if done quickly, it is similar to have an average current ‘I’ in the C, obtained as:



We have created an artificial average current. If we take the voltage and divide it by the artificial
current, we get an equivalent resistance:

So we have created an artificial resistance.
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Another problem is the pacemaker discharge of the battery along the years. Typical battery in
pacemakers is of 2,8V, but recently also <2V.
This makes pulsing quite problematic = not providing the sufficient voltage pulse to trigger the AP if
too small.
There are circuits able to duplicate the voltage of the power supply = charge pumps, and we can
compensate the drop of voltage due to aging.
The principle of these circuits is:

1. Charge a C in parallel to the battery.

2. Disconnect the switch and put the C in series with the battery. So at least for short time the

voltage is doubled.

a) Cp is charged through the battery.

b) Switches change and Cp is connected to the bottom of the battery - series between the two.
If the series of the two is connected to a load (tissue resistance), the voltage is doubled.
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ARTIFICIAL RETINA
Prothesis (array of electrodes) implanted in the retina for patients that have lost the work of the
receptors. If photoreceptors are damaged, retina can be still stimulated with an array of electrodes
which collects the image, and the image is recorded by external camera and transmitted into the
internal prothesis by a radiofrequency link - visual stimulator.
It is an example of microelectronics. Problems:
1. We need to transmit through a radiofrequency link
2. Battery-less system: the prothesis hasn’t got a battery - the power supply must be recovered
form the radiofrequency link > energy harvesting technique. Energy is retrieved from
radiofrequency waves carrying the info.

COCHLEAR IMPLANT

Used when the cochlea is not working. The implant has the role of stimulating the various regions of
the cochlea with an electrical signal. It is difficult since the cochlea is frequency-sensitive. The internal
sections of the cochlea are sensitive to low frequencies, going outside to high frequencies. We need to
mimic the frequency partition; the sections of the cochlea must be stimulated with the correct
bandwidth.

For example, for the sound “s-a”, since s = high frequency and a = low frequency, we make a selective
filtering and stimulate the part of the cochlea according to the frequency (only some channels are
selected according to the frequency).

MEDICAL IMAGING
Radiography: X-rays are shined through an object and the image is recorded on a panel. It is a very
quick and easy but provides only 2D images = reason why CT is important.

In CT we have high intensity of X-rays that are absorbed by high-density tissues, conversely if we have
voids (cavities). With 1D projections along different angles we can reconstruct a 2D image. With CT
we are sampling the subject with a frequency given by the Shannon theorem. Similarly for PET and
SPECT.

PET: positron emission CT. the positron is the anti-electron. Positrons are exploited since if we inject
in the patient a positron emitter and this emitter is veiculated in the patient toward an organ to be
imaged, then the positrons are emitted locally, they annihilate with electrons (they disappear); but by
Einstein’s equation E = mc”2, when a mass m disappears from the universe, an equivalent energy E
must be released in the universe.

The energy consists of 2 gamma rays back-to-back (to fulfill the momentum). If we trace in a detector
the directions of the two gamma rays, we can determine the emitter positron inside the body of the
patient. Timing is very important because if we are measuring the time occurrence between the two
gamma rays, one photon reaches the detector earlier than the other - the delay can be used to recover
the position. This is the Time Of Flight idea.



ORIGINS OF BIOPOTENTIALS

IONS TRANSPORTATION
Let’s consider a neuron and its axon. We have a membrane and a voltage difference in-out that is
negative: -70mV (up to -90mV) > resting potential. But why this potential difference exists?
It is caused by the occurrence of 3 mechanisms:
1. Na-K pump
2. Diffusion process of ions (consequence of 1)
3. Development of an electrical gradient (consequence of 2)
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We have an internal part with ions and proteins, and the membrane 00 o @ o © 0
has transport channels. Ions can travel through when channels are :
open, both in-out and out-in. In the image, the K-channels allow to Ty
go outside. At resting, channels are in equilibrium and relatively == |
closed. The permeability is the capability of the membrane to letions .
pass through it. Normally, permeability is small for ions, just a little \P/
bit more for K and Na. ‘%O
In this equilibrium situation (ions moving slowly inside-out) we have =~

a brake in the equilibrium due to the Na-K pump. It moves Na outside (Na is already abundant
outside) and K inside (already abundant).
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Na-K pump

The process needs energy, retrieved by a molecule, ATP. When ATP breaks it supplies the energy to
allow for transportation.

Na channels are open, Na ions enter and exit outside the cell. At the same time, K-ions are moved
inside through their channels. These transfers happen simultaneously with a precise quantity: every 3
Na going outside, 2 K enter.

Secondly, we can see we have abundance of Na outside and K inside. Since we have this in a gas
volume, diffusion phenomena start to take place. The gradient is created by the NaK pump. What
happens is that K starts to cross the membrane and also Na starts to diffuse. K is electrically balanced
by the presence of negative charges. There is not an imbalance between + and — charges due to the
NaK pump. So if we have a certain concentration of K, we must have a negative counterpart =
proteins.

So there is a charge neutrality inside the cell. The negative charges are important. In fact, if K exits
due to permeability, negative charges are left inside the cell. So we are creating an electric field. The
green line is the membrane, the dashed line the imbalance in the concentration of K. The trend is to
move from dashed line to solid line to balance K inside-out. But if we move K outside, we have
negative charges accumulated inside > electric field and potential difference.
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This potential difference stops the iteration of the process. The + charges move as the electric field.
So, does K continue to diffuse? No, at a given time it stops, since it has no reason to diffuse against
the electric field. It is the same of a pn junction in electronics.

So the diffusion of K is stopped by the growth of voltage difference that is the resting potential (RP).
RP is the final effect that stops diffusion in the mechanism created by the NaK pump. It is negative
because positive from outside to inside.
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In the resting potential, Na doesn’t play any role, since Na permeability is very low in this condition.
It is so small that diffusion of Na is impaired, it stays outside.

Determination of the electrical field
The voltage difference is computed according to the Nerst equation:
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Nernst equation

R: universal gas constant
F: Faraday constant

Z: element valence

The Nerst equation tells us that resting potential is as above. For Na and K the valence Z is 1, for
Ca2++is 2.

In reality, the situation across the membrane must consider also other ions, not only K - GHK
equation. The difference with the Nerst equation is that ions play a role according to their
permeability.

n Ff([K;} A Fﬁa[N“;] + RICH] equation of
RIKi]+R[Naj]+B[CI)]  Goldman-Hodgkin-Katz (GHK)

Em= F 1

P,: membrane permeability to ion X
(es. Py = 2x10°® cm/s, Py, = 2x10° cm/s)

Ton Extracellular Intracellular Equilibrium
concentration concentration potential

(mM) (mM) (mV)
Na+ 145 12 67
K+ 4 155 —99
Cl- 120 4 -92



Pna is 2 orders of magnitude smaller than K - permeability of Na and Cl can be neglected > we
retrieve the Nerst equation.

In the table we have the RP if only one specific ion at a time is considered. We can build a general
electrical model of the cell, with one voltage generator for each ion (Nerst potential). The orientation
of the generator is accordingly to the concentration of the species inside-out.
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These generators play a role on the overall RP according to the conductances in series with them, that
represent the permeabilities. For K, gk is like a shortcircuit (high permeability), while for Na is like an
open circuit = each generator plays a role depending on the conductance.

Another model is the distributed parameters model: we can consider small segments, slices of axon of
width Az.
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The elements are proportional to Az. In the model we have also capacitance Cm, since we have a
capacity effect due to a separation of positive and negative charges in a volume. Moreover, we have
also a conduction in the transfer direction of cells, characterized by a resistance of the medium
(ri*Az/2: distributed resistance on the internal volume). Similarly for outside (ro*Az/2).

THE ACTION POTENTIAL

The cell is stimulated = superposed to the resting potential we have an external application of a
voltage step. So the consequence is the rise of an action potential.

As for the sign of this stimulation, the polarity is aimed at providing a positive voltage on the internal
part of the cell with respect to the external one. So the polarity is used to reduce the voltage across the
cell. We are rising the voltage internally.

If the stimulus is strong enough to overcome a given threshold (10-20mV), then we have the start of
an AP positive pulse.

The reason for this rise can be seen in the behaviour of the conductances of ions channels.



In the plot we can see the conductance as a function of the potential i
across the membrane. We see that if it is negative and around -70mV,
G is small, but if the applied pulse is able to make the voltage less
negative, G starts to rise, in particular it rises earlier for Na ions than K
ions.

So if voltage gets less negative or less positive, channels open, in
particular Na > Na enters in the cell (this thanks to the application of  °- 535 35 ¢ 20 40 e
a pulse). Y (V)

But if they start to enter, the voltage internally rises even more. If it increases, also G increases = more
Na ions enter. It is a kind of positive feedback.

Conductance

This process however then ends. At a given point, the Na channels close and the K channels open.
There is a delay between the flow of Na ions via channels and the K ions’ flow.

If they would open simultaneously, there would not be a significant effect.

When K starts, voltage decreases, because the internal part of the cell becomes more negative by the
same token of equilibrium. Hence AP ends, voltage drops down = phase of repolarization (AP occurs
when the cell was depolarized). We can even have an undershoot (hyperpolarization).

no response to other stimulus
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This plot shows rise and fall of the potential (also hyperpolarization). We see gna rises first and then
drops down, while the conductivity (gk) of K rises afterwards and then falls down. This is the reason
why voltage rises and then drops down to the resting potential.

In the plot we can also see two intervals. The first, between start and early fall of AP is called absolute
refractory period: it is a period where the cell is insensitive to further stimulation. If we provide here
an additional pulse, the cell doesn’t respond.

The next interval is the relative refractory period, in which the cell is slowly restoring the capability of
accepting of accepting a new pulse. It responds only to particularly large stimuli. After this period the
cell is ready to any type of pulse.

The shapes of APs can be different, depending if we have fast or slow APs; it depends on the
occurrence of various ions in the stimulation. For example, the AP on the heart has an initial rise
justified by the step rise of gna, but then the flat region is due to the competitive action of 2 ions, K



exiting and Ca (present in cardiac cells) entering. The two effects counterbalance for a while, then the
K restores the voltage across the membrane to the resting potential.

What are the numbers? Absolute refractory period, which is the minimum period in which the cell
cannot be triggered, lasts ~1ms; this means that the repetition rate to stimulate a cell has a max
frequency of 1000Hz.

THE CONDUCTION

So far we have seen the rise of an AP in a segment Ax of the axon. How can an AP be transferred
along the axon?

We must consider that one segment of the axon is not electrically insulated from the adjacent one, but
segments are continuous.

So let’s suppose an AP occurs in a certain segment; Na enters in the cell. But if so, Na ions are also
spreading laterally (to the right and left segments). But if they spread, they are triggering a new AP on
the next segment (but not by external stimulus), this mechanism triggers a new AP, while the 1*
segment is repolarizing. This depolarization propagates segment by segment.

This is why AP is triggered segment by segment. The AP is not triggering to the left because the left
segment is in the absolute refractory period - unidirectional flow of the AP.

The synapsis
Mechanism that allows a biosignal to be transmitted from a neuron to the other. These are 2 types of
synapsis:

1. Electrical synapsis: the 2 neurons are so close to each other that the ion mechanism just
described is able to continue from a neuron to the consequent one. The flow of ions is able to
perturbate the subsequent neuron just by electrical modification of voltage.

2. Chemical synapsis: if 1) is not possible, there must be a chemical transfer. The electrical
transmission of signal is interrupted and AP is generated again via chemical mechanisms.

Let’s suppose an AP arrives at the end of a neuron. Here we have containers (vesicles) that contain
neurotransmitters, molecules able to open the gate of the incoming neuron. So the arriving AP pushes
vesicles to the membrane, they open into the intra-neuronal liquid (or medium) and the transmitters
are able to move toward the incoming neuron. The neurotransmitter, by chemical action, is able to
open the gates an ion channels = gate of the incoming neuron opened not by means of electrical
action but by means of neurotransmitters, which open for a while the channels (so ions flow) and so
we have the generation of a new AP. After a while the action of neurotransmitters is over, they are
dismantled, the channels close and the chemical synapsis is over.

So there is not a direct ion transfer between the proceeding neuron and the incoming one, but there is
a mediation via neurotransmitters.

Conduction velocity of signals in the neurons

We move to the macroscopic level. The velocity of biosignals can be detected and measured across a
connective tissue.

We apply a stimulus in a given point of a tissue and we will record the transmitted signal in another
point of the tissue or a muscle, and we use an amplifier to detect it.

So if we apply the pulse at S1 (further than S2), L1>L2 with respect to the recording amplifier.

But if we apply the pulse in S1 and S2 and we measure the distance D in between, by knowing L.1 and
L2 we get the speed.
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Conduction of signal in the volume

In the body volume. We are interested because it is important in ECG, since the heart must be
analyzed from the surface of the body, not with a direct access.

We must analyze the electrical activity in the heart before. Heart is a combination of tissues
contracting in different time slots.

First of all, heart walls (atria and ventricles) contract due to the action of Ca ions. When Ca ions are
quickly moving in the tissues, in the surface tissues of the heart or in the heart walls, they produce
depolarization, AP, and moreover contraction - chemical and mechanical action. They determine a
contraction of the surface where they are rushing.

From the point of view of modelling, although this is a macroscopic effect (we are talking about a
massive transfer of Ca ions), we must not forget that even in this case, when you have a positive charge
or a massive amount of positive charges leaving a volume to move to a contiguous one, they are
leaving behind some uncovered negative counterparts in the previous volume (the negative charge
doesn’t move) > we find a similar effect already seen in AP in cells.

This bring to a model of this behaviour that in physics is the electrical dipole.

M = gxd

©)

M: cardiac

 heart = dipole embedded in a body vector

partially conductive
« the dipole changes intensity and orientation (3D)
during time

We have a dipole if we have a separation between positive and negative charges. A dipole is a vector
with direction towards positive charges, whose intensity is M = q x d, where q is the charge and d is
the distance.

In the heart we have the creation of a dipole, the cardiac vector. It can be considered as a dipole
because we have Ca ions rushing away and negative counterparts remaining in the previous volume.
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The orientation of the cardiac vector is not static, because depending on the walls of the heart that are
contracting the direction and intensity of Ca rushing will be different. Hence M changes continuously
in time the orientation and the intensity, in 3D.

Ventricles are the largest tissues in heart - during ventricle contraction M reaches the highest
intensity.

In this image, the arrows show the localized depolarization of the tissues of the heart. So we start at
80ms with the atrial depolarization. Ca rushes away from atria - M is as in the pic, and reflects the
localized rushing of ions. Then at 230ms I start to have a depolarization of LV, so the M will be very
large > largest synchronized rushing of ions which produces the largest intensity of M.

s
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N
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Now we must understand how to measure M. this is the purpose of electrocardiography (ECG).

ECG

The ECG does a sampling externally of the heart activity, by measuring potential differences, thanks
to electrodes and amplifiers. The voltage difference reflect the flipping and changing of intensity of the
cardiac vector (the scalar components of the vector). So in ECG the potential differences are sampled
within different parts of our body because the combination of these measurements should provide a
representative sampling of the cardiac vector.

This measurement is difficult since the heart is embedded in the body, while we take measurements
on the surface. Of course, electrical activity must be transmitted between the location of the heart and
the surface, so the measurement is affected by the internal resistance of the body, that is the resistance
of tissues, muscles, bones that are placed in between the heart and the point where I do the
measurement.

Simplified electrical scheme of the measurement:
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We have a current generator that changes intensity because of time (i change depending on the
orientation of cardiac vector), then we have the resistances between heart and point A, point B and
we measure the voltage difference between A and B and record it.

‘What makes the measurement even difficult is the surface resistance between A and B, and it is the
skin resistance between A and B. It creates a partition together with Rtl and Rt2. To have Rab small
A and B must be very close.

ELECTRODES

How to readout biosignals?

Electrodes are transducers that allow to record the electrical activity occurring into the body and
transfer this activity to the amplifier.

They are important because the electrical activity in tissues is transmitted through ions, flow of them,
while in electronic components through electrons > we need an interface between ions in tissues and
electrons in amplifiers = electrodes (they are transducers).

When we measure a biosignal we usually use metal >
interface between electrode (metal) and electrolyte (either gel
or tissue). So metal is in contact with the electrolyte.

—_— c _— A If we have such an interface, how are signals transmitted?
The electrode is defined by the metal element C (C are the
metal atoms). When we put the metal in contact with
electrolyte, the metal experiences a redox. If the metal looses
electrons we have oxidation, otherwise reduction. When
oxidation takes place, the cations C+ may spread into the
Co C* + ne- Anes A+ me.  electrolyte. At the same time, in the electrolyte we may have

anions, that oxidate or reduce.

electrode electrolyte

The interface is complicate. We have neutral atoms in the metal, cations already in the electrolyte and
for charge balance also negative counterparts are needed in the electrolyte.
We cannot have electrolytes with just positive charges.

How may a current flow from electrode to electrolyte? It is justified by electrons created by oxidation
moving on the left and anions going to left and oxidizing at the interface. So current can flow if C
atoms are oxidizing and electrons moving to left. Anions are also oxidizing and moving to the left the
electrons.

How may a current run in an opposite direction? If electrons move to the right and produce a
reduction, also A atoms get electrons and producing anions that are moving to the right. So current
flows between electrode and tissues depending if we have oxidation or reduction.

What if we are at the beginning, when we put electrode in contact with electrolyte? Depending on the
initial condition, we can have the start of oxidation and reduction in one way or the other. Extreme
cases:

- Case 1: meta in contact with the electrolyte, and electrolyte free of preexisting cations. If no
cation exist in the electrolyte, oxidation is the most spontaneous reaction > metal oxidates
and as a result cations are spread in the electrolyte and electrons are going into the metal. But
as soon as this reaction takes place, we start to have the formation of a double layer of charges.
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A layer of negative charges on the metal and one of positive charges on the electrolyte. This
double layer creates a voltage difference, called semielement potential (or half cell potential).
We have a voltage just as a consequence of the initial oxidation. This voltage difference will
grow until the oxidation process stops, when it is not convenient that new cations will spread
into the electrolyte (positive charges don’t move where we have a positive potential).

c e- | C+
c no cations in e- | C+
C the electrolyte = e-|lcy CoC+e
c e | C+
~——7

>0

- Case 2: now in the starting condition we have created in advance cations and anions in the
electrolyte. Due to the large abundance of C+ in the electrolyte, the metal doesn’t oxidate.
Now it is more likely that cations are going to be reduced (collecting electrons from the metal).
Again, we have a double layer of charges but now is formed by a layer of anions non more
counterbalanced by cations and a layer of positive charges that are atoms of metal that have
electrons for the reduction. We have again a semielement potential, but with opposite polarity.
So when a metal is in contact with an electrolyte, something is going to happen, and it is the
creation of a static semielement potential, but we cannot predict its orientation and intensity,
unless we know the preexisting conditions = semielement potential depends on the starting
concentrations of ions in the electrolyte.

C+ A-
C+ A- —
C+ A-
C+ A-

cations/anions in —
the electrolyte <0

(positive charges

A-
A-

A- Ct+e-»C
A~ left in the metal)

+ o+ 4+ o+

The formula that quantifies the semielement potential is again the Nerst equation.

C in the metal,

n+ -
Colr+ne C in the electrolyte close to the metal

E = E; + RT/nF In (a“™*/a%) = E, + 0,027/n In (a*™)

Nernst equation

E: semi-element potential
a. activity (= concentration, in slighly diluted solutions)
ac =1 in the metal
when a“"*=1, E=E (standard semi-element potential)
EO0 = E when aCn+ = 1: close to the interface we have created a standard concentration of 100%

existing cations.

Leaving the chemistry, we need an electrical model. The components are a capacitor (since we have
a double layer of charges), a resistor, since the motion of cations experiences resistances and also if
the electrolyte is extended to the body, a Rely (that represents the difficulty of charges to move where
there is an electric field).
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The measurement of EQ is not as easy as we think, there is indeed a problem. We have the electrode,
e.g. made of silver, and we want to measure VEel.

voltmeter

(V)
L gt
W oo
Vmeas

‘\VEel VEe2 /

electrolyte

electrode

* The measurement of the semielement potential is affected by the
semielement potential of the measuring electrode: Vmeas=VEel1-VEe2

o Electrochemists decided to measure all semielement potentials with respect
to a standardized electrode (gaseous H2 over a platinum electrode)

The problem is that Vmeas on the voltmeter is not the absolute voltage, because it is affected by the E
of the red electrode used for the measurement, and so it doesn’t represent the potential difference
between electrode and electrolyte VEel.

So we have Vmeas = VEel — VEe2. It is not a crucial problem, it is sufficient to define a standard for
the red electrode used for the measurement.

All the EO will be measured with the hydrogen electrode as a reference. So EO,H = 0 (but in reality,
physically, it is not 0).

Another aspect of the electrode is the polarization: capability of the electrode to keep fixed its voltage
while a current tis flowing during the measurement.

It could be that during the measurement done by electrodes there is a current and if it flows in the
measurement, it is desirable that the current doesn’t change the voltage.

The desirable electrode is the electrode perfectly non polarizable (EPNP): it maintains the semielement
potential.

In principle, the EPNP is the voltage generator. If we have a spike
& 1, al before, we record it also later. This happens for example in ECG with
P’ - silver electrodes. The signal component on the other side is the same,

A~ Gniman pop besides the constant drop.
A The electrode perfectly polarizable has instead a completely capacitor
u_.___‘ l___)_{'.}— behaviour. The current in a capacitor changes the voltage drop across
A

the capacitor, indeed. When current flows (i) in the electrode, it
changes the potential across the electrode.

Here the useful component of the signal is lost at the interface (before not).

Equivalent circuit

Electrical model for electrode-electrolyte interface.

Ehc: DC component that represents the Nerst generator, that provides the DC voltage drop across the

electrodes (semielement potential). In small signal analysis this generator is put to zero.

If we have electrode on right hand and left hand, indeed, we expect to have the same semielement
potential drop (DC values), but it can be that they are not equal on the right and left end = DC drop.
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So for the t.f. of the signal the Ehc can be discarded, for the DC analysis it cannot > these differences
can saturate the amplifier.

——— —NAA—

Ey, R,
L |{

Cy

E;.: semi-element potential

Cd: capacity due to the charge distribution at the interface
Rd: represents the presence of a leakage current

Rs: series resistance in the electrolyte

So if we calculate the t.f. of the circuit (small signal) we have the plot below.

e

——o—_

=3
S

Impedance magnitude, £

100 1 | i | | | 1 |
10 30 100 300 1000 3000 10k 30k 100k

Frequency, Hz

What is the impact of this pole-zero pair in the readout of the
electrode signal and how to get rid of it?

We take the upper circuit, we switch off the Nerst generator (DC component) and we compute the
t.f., that has a pole and a zero. at LF we have the series of Rs and Rd, at HF only Rs (Rd shorted).
Our transductor has not a flat constant t.f., but it depends on the frequency = electrodes doesn’t have

constant impedance. Order of magnitude? KOhms.
This is important in the pacemaker, because the impedance of the electrodes creates a drop that

dissipates the voltage we are applying to tissues.
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EXAMPLE OF TISSUE-ELECTRODE-AMPLIFIER COUPLING

R, 1.4MQ
Vo
subject’s ] o Ry I
body 10KQ [}
C. 20nF .
Vi(s) V.(s) ]Rj amplifier
! I
Vils) R Y Ex. Ries 3

Vi(s) ~ Ri+R, s+ 1 R
Ce[Re/ (i + R,)] fihasite

90 -- - L
with R; > 60R. ~ 80 MQ e /
0 1 1 frequency

— Gain =z 1, phase = 1° TR, CeReRi Ry
RetRi+Rg

So we have the electrode on the body, we have the model in which the DC component is in this case
to the right, but it doesn’t matter since in our signal analysis we neglect how it is oriented. So this is
the model with typical value of the components.

The voltage is measured with an amplifier with input impedance Ri. Here it is shown as a unipolar
measurement for simplicity, but in reality in ECG we are doing a differential measurement > we
should duplicate our model.

Now, if we have a signal Vs, the impedances and the impedance Ri, the voltage at the input of the
amplifier is given by the t.f.. We can see the gain is variable due to the impedance Ri.

Moreover, in the phase plot, we can see the capacitor introduces a phase delay in the measurement.

The quicker technique to get rid of the variable gain is to use a high input impedance of the amplifier.
How much high? If it is 60 times the highest impedance we have in the model (80 MOhm), the poles
and the zeros in the diagram squeeze and they compensate. So the two gains get close to each other
and the phase instead of being 90° is about 1°. So this is the best way to be insensitive to the tricky
modelling of the electrodes.

So a high impedance amplifier is the best way to be insensitive to the tricky modelling of the electrode.
We can also use the poles-zero compensation.

Interface electrode-tissue
On the left we have a detailed representation of the skin. We put an electrode not directly in contact
with skin, but we use a gel > model between electrode and gel and then between gel and epidermis.
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The coupling between electrode and skin is made by means of an
electrolyte (transparent gel) containing CI-

ELECTROCARDIOGRAPHY

The heart in a really simplified way can be considered as a big cardiac vector, dipole vector, because
during each operation of the heart we have a sudden rush of Ca ions away from a region and some
uncovered negative charges are left behind. M = q x d.

In the electrocardiography we are measuring the components of this vector by means of a series of
voltage measurement on the surface of the body. We need more measurements because the voltage
difference we measure is a scalar quantity, while we need to sample different components of the vector.

VO;\ [ AV=0 ,,Vo
'\\‘\*\ e /,”’t’
Pl T Javavy = 2y,
Mo e
@ o
_ Mer  Mrcost
Vo = 4ng,r’ ~ 4mg,r* (r large)

Components of the cardial vector can be determined by measuring
voltage differences between different reference points.

If I have a cardiac vector M and I consider the origin in between the vector and I measure the voltage
where I have V0, we have the formula as in the image.

In ECG we don’t measure one unipolar voltage vs ground, but we measure a set of couples of voltage
differences; in the drawing, we see that depending on the orientation of the point we use for the voltage
difference, we sample different components of the cardiac vector. For instance, if we take the voltage
difference between V0 and the symmetric point on the bottom V0, this voltage difference is V0-V0”,
where V0’ that is equal to VO in modulus but with negative value, since they are symmetric, but one
close to the positive charge, the other to the negative.
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The result of this measurement is twice V0. So I can say that I have measured in this way the
component of the vector that connects + and -. If on the contrary I take VO — V0’, by symmetry, VO =
V0’, because the two points are symmetric with respect to the cardiac vector. So this tells me that the
direction connecting the two voltages must be perpendicular to the cardiac vector. So measuring 0 is
equal to say being perpendicular to the cardiac vector.

So when I measure in the body different couples of voltage differences, I measure different components
of the cardiac vector. They are ways to sample the various orientation of the cardiac vector.
Measuring different component by taking different orientations of the voltage differences.

There are more than 3 measurements that we can use (because of the 3 components of the vector), but
there is a redundancy in the measurements > 12 voltage differences.

SET OF VOLTAGE MEASUREMENTS
We must distinguish the frontal plane (the plane where the patient lays on the bed) and a transversal
plane. We will have 6 measurements per plane. Among the 6 of the frontal plane, 3 of them belongs
to the Eindhoven triangle; it is composed by direction:

- I given by the voltage difference between left and right arm (voltage measurement = scalar,

sampling of the vector component in a given direction).
- II: left leg — right arm > forming an angle of 60° with respect to the previous one.
- III: right leg — left arm - again an angle on 60° with the previous ones.

Having done these set of measurements it is like sampling the cardiac vector in these three directions.
I should expect on III zero in the trace if the cardiac vector is oriented as in the pic, because the
component is perpendicular.

Frontal plane

) \

ey Eindhoven triangle
/‘.> H\\‘\l\" 11 j\‘.v‘
S
RA J ‘,\ LA

[ n

\\ 4 A y

Figure 6.3 Cardiologists use a standard notation such that the direction of
the lead vector for lead I is 0° that of lead II is 60°, and that of lead III is
120°. An example of a cardiac vector at 30° with its scalar components seen
for each lead is shown.

The followings are the recordings when the heart is contracting in different tissues. Then we have the
depolarization of atria, the cardiac vector is directed as in the image. When we have the relaxation of
the atria, it is in the opposite direction, so the plot goes back to zero. The plot has then a steep rise
when the ventricles contract, since they compose the great amount of heart tissues.
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The other components are 3 sampling now with respect to an orientation shifted by 30° with respect
to the previous ones (red arrows are the new sampling).
The end of the story is the plot:

We see the previous measurements I, I, III and the new set of measurements (that is flipped, the
polarity is inverted). Overall, in the front plane, we have a sampling every 30°. So we have made a
quite complete oversampling.

Unipolar potentials

potentials in LA, RA, RL measured with
respect to the Wilson’s central potential

Vwer = 1/3Va+1/3Vpa+1/3Vy,

V=V = Ver =

\||-—-""

Coming back to the details, I need to measure the other 3 components. So I elect a reference point,
the Wilson’s central potential, that is in the center of the body and it is given by the average sum of
the three potential; it is like a central ground. In this measurement the right leg is put to ground, and
the Wilson point I assume is a terminal reference. Then the unipolar potentials are simply the voltage
difference between each of the electrodes and the Wilson central potential. So Vi is the voltage
difference between Via and Vwer and so on.

There is an improvement, a smarter way to carry on the measurements that starts from the observation
that the measurement of the voltage difference between two terminals connected by a resistor is not
so smart. To measure the ddp between two point, a resistor in the middle is a penalizing element (in
extreme case if R=0, V=0) - augmented potential.
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Augmented potential

We cut the connection between the point of interest and WTC.

Each measurement is not measured between the point of interest and WCT, but between the point of
interest and the average of the other two electrodes.

So we measure aVy, minus the average of the other two voltages. In terms of vector, I'm not measuring
Vi, but aVi, which has however the same orientation. In terms of sampling I'm doing the same thing,
but better. Indeed, this aVy is 50% larger than Vi, measured with respect to the original WTC, because
I have removed the resistor in between the two measurement points (I eliminate a voltage partition).

However, in the measurement I have a resistor R/2 on the point of interest line. This is due to the
compensation of the bias current of the amplifier.

Ga) &) Augmented potentials

N aV, = V—1/2V~1/2Vg,=
= 1/2(2V - Vra V) =
=3/2V,

signal increased by 50%
(thanks to the differential
measurement at high
impedance between the two
electrodes instead with R
placed between them)

aV, has the same direction of V,

We have the differential amplifier, the electrode and one resistance that is the parallel of the other two
resistances on the path connecting the other branch, so I had artificially R/2 also on the other
electrode. This because OpAmp may have input bias current. Supposing that input bias currents have
the same amplitude, if we let one bias current to go through R/2, it creates a drop, and if we do
nothing, we have a drop on one input and no drop on the other. By adding artificially the resistor R/2
we create artificially a drop and so the DC drop at the input of the amplifier is zero, since we have
compensated the drop created by a bias current on one node by a corresponding drop to the other

node.
gir
e AN |
[
Liz h
— Ma_ ’ ‘QZ—#

20



TRANSVERSAL PLANE

I need to sample the cardiac vector while it has components on the transversal plane. Electrodes are
placed around our chest to sample voltage up to 6 with respect to WCT. So all are potential differences
between a point and WTC. The plane is like if we are looking the patient from the head.

On the other image we have all the connectivity. We see that when we have the spike due to ventricular
contraction, it is visible in several measurements but not in all, since in that sampling it corresponds
to the perpendicular sampling with respect to the cardiac vector.

Top view

Ve Vi|v

J; \'4
potentials measured with respect to the Wilson’s central terminal

The following is the block diagram of the electrocardiograph. There are some block for amplifier
protection circuit; it is either protection of the patient or protection of the instrument from the patient.
For instance, when the patient experience defibrillation, this is a huge voltage that may destroy the
amplifier. Then we have lead selector and the preamplifier, that is the more sensitive stage of the ECG
since it has to detect the signal against the noise.

Right leg
electrode
4 ) Driven
Sensing Lead-fail right leg ADC —> Memory
electrodes detect circuit ;
e T
Y
Amlpl‘ilﬁv:r —» Lead Preamplifier L Isolation Driver Recorder—
e selector P circuit amplifier printer
cireuit |
I | | |
| | | 1
| | | |
! s Isolated !
: Au_lo ¢ Basehng < power < :
calibration  restoration
I supply |
| | | |
! * I | !
Parallel circuits for simultaneous recordings from different leads
_ Microc
T Operator
display
Control
program
T Keyboard
ECG analysis

program

Figure 6.7 Block diagram of an electrocardiograph
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Then we have the isolation circuit: it could be that is convenient to refer the ground of the system not
to the ground of the building, because if the patient is floating with a high common mode, it is better
not to connect the patient with respect to the ground. So very often the instruments are floating, they
have alocal ground. It is like in the satellite, the amplifiers are not referred to ground, but to a common
electrode of the satellite.

Parameters of interest

Input dynamic range: +- 5 mV. The amplifier dynamic range +- SmV

Accuracy: +- 5% of the range or +- 40uV. The order of magnitudes so are tens of uV
Frequency: 150 Hz. Very small bandwidth, the ECG doesn’t exceed hundreds of frequency.
However in between this bandwidth we have the 50Hz of the power line, and it is in the middle
of the frequency we are interested into.

Common mode rejection: we can have +- 300mV voltage difference on the electrode. The
semielement potential, due to the inhomogeneity in placing the electrodes, may have an
imbalance of 300 mV in DC, so if we do an AC coupling we cut out such difference. But from
right hand to left hand we have a voltage difference of 300 mV. If we have an amplifier with a
beautiful gain, because we have to amplify ImV of signal, we saturate the amplifier, because
300mV of voltage difference applied in DC to the amplifier saturate it.

The common mode voltage on the patient is not in DC, but at 50Hz; the common mode occurs
on the patient since we are irradiated by lights and power line or by other instruments. So the
50Hz in common mode can move the voltage, but the ECG must be insensible to this, and
measure voltage differences on the top of which there is a common mode (NB: in USA we
have 60Hz).

We have also 50 KOhm imbalance. This means that when we plug the electrodes into the
body, we cannot bet on the semi-element potential value, but neither on the impedance of the
electrode. So we have to design the input stage of the amplifier in a way that if an electrode
has 50 KOhm difference in impedance with respect to the other, we have not bad surprises in
the measurement.

System noise: about 30uV.
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ECG SIGNAL CHARACTERISTICS

The signal we have to amplify has the following properties. First of all we have a common mode
almost uniform on the body, whose characteristic is to be few volts above zero and it is usually caused
by the coupling of patient body to the power line, so it has a sinusoidal shape of 50 or 60 Hz and it is
of several volts (common mode that sums up to the voltage difference). The second problem is that
we may have a DC (continuous) voltage difference between the electrodes, in the order of +-300mV,
due to the electrodes’ half-cell potentials difference, since the physical connections of the electrodes to
the body are not perfectly equal, so we will have a DC difference but also due to difference in the input
impedance. In addition, if we have some input currents on the preamplifier, like the one caused by the
OpAmp, this current goes through the impedance of the electrode and can create a voltage drop.

Then I have my ECG signal and the signal is separated to two DC levels corresponding to the offset
of the electrode and the frequency range is from fraction of Hz to 150 Hz, with an amplitude of +-
2.5mV.

To measure ECG signal, we usually use and instrumentation amplifier. It is a differential amplifier,
so it measure the voltage difference between two points, it has a high input impedance (beneficial
because the pole-zero couple of the electrode can be neglected. If we have a different electrodes
impedance but this impedance is in series with the input impedance of the amplifier, the larger the
input of the amplifier, the smaller the difference. In the limit case of having an infinite impedance in
input, we have insensitivity to a mismatch impedance in differential measurement), and a high
CMRR. In ECG measurement we have a large CM so it is important the amplifiers rejects as much
as possible the CM.

Differential amplifier

The instrumentation amplifier has the t.f. that is computed with a superposition of effect, by switching
one at a time the inputs. If the ratio R4/R3 is equal to R2/R1, there are some simplification. If the R
are all the same, the output voltage is equal to the voltage difference in input.

The CMRR of this amplifier is mainly due to the mismatch of the resistors. So if the resistors are no
exactly respecting that R4/R3 is equal to R2/R1, the overall formula is not true. This can be seen if
the same voltage is applied to the pins, same common mode voltage. So if in the overall formula all
the resistors would be equal to R, the term inside the brachets [ ]is 0 2 V cm = 0.

Rz

n = -
V' >— ¢ Vout cm = Vour for Viy* = Viy
Ry o= Vour ¥ ( Ry )(n,+n. R
Vine \r AAA- N I\R, +R; R )‘(R_,)
R
H Ry =R;=Rs=R
+( Ry Ry + Ry - {Rq R, =0.999R
Vour = Vin “Vm |5
Ry + R, Ry Ry S (o.sm) (2ﬂ) R)
ocM TN 1999R) \ R/~ ('n‘
_ _ o - Ra = 0.0005Vyy
ifRJ/R;s = Ry/R, Vo= (Vin* - Vin e o
3 CMRR=1/0.0005 —» 66dB if source impedances are low and/or unbalance,
e £ CMRR worsens further
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On the contrary, if the resistor are not the same, or three resistors are the same and only one has a
mismatch, of a 1 part per 1000 (0.999R, which is very small), we have now that the factor doesn’t
cancel out = the output voltage is 0.0005V .

By definition, CMRR is Var/Vem. When all the resistance are equal, the Vdiff is 0, while the Ve is
0.0005V . In the end we have 66dB, which is not good at all.

NB: the CMRR is given by the imbalance of the resistors inside the network. Then if we have
imbalance of the sources, considering that the input impedance is not infinite, we are worsening the
situation even more.

However, the solution to this is the INA (instrumentation amplifier), made out 3 OpAmp.

INA

A first stage with 2 OpAmp with a common resistor Rg and a second stage with the classical
differential amplifier and a first stage with a differential-to-differential amplifier (we sill have a
difference at the exit).

(EXTERNAL)

Vour = (Vin* -Vin~) ?s:;;—l”) (g—:')

The input impedance is the one of an operational amplifier, that if it is done with MOSFET or JFET,
is a very high input impedance. If we have a BJT it is not so large.

CMRR of INA

Va=Vp=Vey —Gemi =71 — Gewor = Gems"Gemz = 1°Gewa
Gp = Gpy"Gp

CMRRyy; = (Gpy"Gp2)/1'Geymz = Gpy'CMRR;

— CMRRtot increases with Gy,

(and does not worsen if R1 e R1’ are different)

Vg GND +vg
notes:
o IA with FET inputs (vs. BJT) have

larger input impedances and very low . L 4

input bias currents g e

» remember to provide a DC path to ] L2 o
discharge input IBias, in particular in i m

case with sources AC coupled

¢). AC Coupled
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Is given by CMRR of the second amplifier multiplied by the gain stage of the first stage (2R1/Rg + 1).
It means that if we consider to use just the differential stage with 66 dB of CMRR (only the second
stage), we multiply the 66dB by the gain of the first stage. So we improve the CMRR of the second
stage by the gain of the first stage.

As for the demonstration, CMRR is the ratio between differential and CM gain. We have two stages,
so the formula has at the numerator the product of the differential gain of the two stages, divided by
the CM gain of the two stages.

But the CM gain of the first stage is 1, because if we apply the same CM voltage at the two inputs, it
is applied the same voltage across Rg, so it will be Vrg=0 - no current, so output = input, and CM is
transferred unchanged to the next stage.

Now, if I take CMRR formula, we have that CMRR . = Gi*CMRR;. So I have all the reason to make
the first stage with a good amplification, since the more I amplify, the more I increase the CMRR.
Once I reached the physical limitation of the component in fact, the CMRR cannot be improved with
only a differential one - I use an INA in order to increase it with a gain.

PRACTICAL DETAILS
- para5|t|=: components (R,C,L)
outside the loop

the effects of the parasitic
are outside the loop
load

the effects of the parasitic
are reduced because are
held inside the loop

load

In a INA, the manufacturer provides an independent connection to the sense pin. So the connection is
no wired internally, but we can close it externally.

If we have a very long cable connection between the amplifier and the next connecting stage, the
cabling determines a lot of parasitic component (both R,L,C, summarized in the red box). These
component, together with the load, generates problems. However, if the INA is closed at the
beginning, the effect of the parasitic component is outside the close loop. But if we have access to the
sense, we can close the loop directly on the load, so to reduce the effect of parasite components,
because the loop gain reduces the impedance of an output node of an amplifier.

2.

Lo

' A-G
M 3 ~f
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In any type of amplifier, the output impedance, thanks to the loop, is equal to the physical impedance
of the output divided by the loop gain. The output node is kept at low impedance because the physical
impedance is reduced by the loop gain. So if 10 is composed by dirty components, they are nasty, but
their effect is reduced by the loop gain - this is the reason why is smarter to close the loop after and
not before the dirty components.

The cons are that we are duplicating the cables.

Another smart use of the sense pin is when we need to drive current-hungry loads. When the load has
a low impedance, for a given voltage, the amplifier has to provide a large current. If Vout = 1V and
the load is 1000hm, the amplifier has to supply 10mA. INA may be not able to provide large currents,
they may have a limited maximal current.

So to fix this, we introduce an additional stage, a buffer, but this time we choose freely this amplifier
with high-driving capability (able to provide high currents). But if I place the buffer outside the loop,
I would have the high-drive capability but not the loop effect - if I place it in the loop I have both the
property, the feedback is closed to the load. No problem to supply current to the load and we keep the
precision of the loop since the sense is closed directly to the load.

Moreover, INA can also have the possibility to supply an external ground to the amplifier. If the INA
is too far from the load, since the ground are not equal in the same room, if we put INA and load to
their own ground, we have a voltage difference, but if we use the pin of the INA and connect it to the
ground of the load, we have a common ground > good practice in instrumentation design.

it could happen that the
grounds are at a different
potential

load

in this way a unique ground
for amplifier and load is
granted

load

reference

Then there is Vref that can be used to supply a different voltage, so that we have a DC shift on the
output.
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SHIELDING INPUT AGAINST EXTERNAL INTERFERENCE

4

Unshielded cables: coupling of
i '(‘ e 4 IA interferences to the cable produces
"o currents on the signal lines

. B

GND
) ) Problems with V¢, and shield
Shielded cables: interferences produce connected to ground: effects of
currents on the shield which are then parasitics capacitances and resistances
discharged to ground due to the shield and internal insulator

It is usually a good practice to shield the cables. Let’s imagine to have the patient on the bed, the INA
of the ECG 2 meters away. If we have any interference in the room, unshielded cables works as
antennas, so we have noise on the line. An antenna is a floating resistor. So we have our cable, the
INA with its own impedance Rin. If we have current flowing into the cables (current coupled
capacitively by whatever sources of disturbances), this current flows into the high impedance of the
cables and we have an antenna effect, noise on the line. So the cables of the ECG are parasitic
antennas.

_4

T
-

So the cables unshielded collect radiofrequency waves (from instruments already present in the
ambient), act like antennas.
Hence we had shielding, which is a Faraday cage across the shield. We embed the cables into a
conductor, we ground the conductor, the electromagnetic waves interact with the conductor, they
create a current in it, but the current is discharged to ground instead of going through the cables.
Often we shield the cable to ground, but this may be not a good solution for ECG, because in the
cables we have internally, if we make a cross-section, the common mode, which is a sinusoidal wave
at 50Hz.
So there are two problems if we shield the cables to ground:

- The cables have an insulator between the external conductor and internal wire, but the

insulator is not perfect, it has an internal parasitic resistance. So if we have the external
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shielding at ground and the internal cable at Vv, due to the internal resistance we have some
parasitic current, not good at the input at the amplifier.
- With an external metal and an internal wire we have a cylindrical capacitance > parasitic

capacitance for the common mode.
/ /&ML FYSV J R ORI VI
Pt 7 1 ek wp oy

If the capacitance of the cables is not equal, the transfer function of Vv 1s different. Let’s
suppose the CM is the same; if the time constants R*C are different, the signal which is
supposed to be cancelled it is not cancelled at all, because the same signal is modified on the
two branches. So event a mismatch in the shielding of the two cables may result in a
catastrophic effect because on common mode we provide two different signal paths.

—O—AM

Figure 7.33. Instrumentation amplifier with guard, sense
and reference terminals.

The INA provides a smart solution for cable shielding. In between the two stages, we extract the
common mode thanks to 2 resistors. We extract it like this, because, superimposed to CM, we have
Vdiff. So thus we pick up the Vem without the Vdiff. Once we pick it up, we buffer it and we use the
CM to drive the shielding. So the shielding is no more driven put to ground but by the common mode.
This trick solves the previous problem because now the resistor of the insulator has CM inside and
also outside, an also the capacitor. Hence no current flow, the resistor and the capacitor don’t exist.
So even if we have to different capacitors, if they are moving with the same CM, they don’t play any
role.

We must anyway remember that the role of the shield is to collect the current at low impedance. Is
the common mode still providing a low impedance pathway for the current (since we have no more
the ground)? Yes, because if I calculate the impedance in X, it is the output impedance of the buffer.
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So it is not a physical ground, but it is a low impedance = any shaking of the external shield due to
the interference will be discharged to the output impedance of the buffer (I have to guarantee the low
impedance anyway).

NOTE: in the cables we have Vg, but the capacitors and the resistors aren’t affected by the previous
considerations due to Vs since it is very small, while the CM is very high.

The common mode is transmitted with gain 1 in the two point at the top and bottom of the two R2,
but it is sensed where indicated since there the overall effect of the differential voltage is zero (point of
symmetry). We spent two resistors more but thus we extract a clean measurement of the CM mode
only. This common mode can be used to drive the guard for shielding the cables, so to bypass the
effect of any resistance or capacitor in between the internal wire and the outside shield.

Bootstrap of power supplies

i S Bootstrap of
power supplies
(to reduce the
effect of Vy)

50k 10k

The measured V., is provided to the
reference voltage of the power
supplies, therefore:

Vpp = Ve + 15V

Figure 7.35. Instrumentation amplifier with bootstrapped (U,,U, biased as usual
input power supply for high CMRR. as CMRR has lower

impact than for U,,U,)

Moreover, the CM can be used for boostrap of the power supply. We bias the power supply of the
OpAmp through the common mode. It is like a rigid translation of the voltage reference in a way that
the amplifier doesn’t feel any more the CM.

We extract the CM and again we drive the reference electrode of the power supply (the reference
electrode of the power supply). Whenever we need to bias a circuit, indeed, we use power supply, to
provide like +- 15 voltage with respect to another electrode called common. Often the common is put
to ground, so that +- 15V are referred to the ground of the building. But we don’t have to use always
the ground, we can apply to the common any voltage we like. If we apply the CM, we refer the +-15V
to the common mode. This we translate actively the voltages we apply to the OpAmp in a way that
they are following the CM, but the CM at the input is no more a surprise, since the voltage is flowing
with the common mode.
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The amplifier is saturated because it is greater than the power supply. But thank to the boostrap, we
refer our power supply to 20V reference - no saturation. The voltage difference is still kept, but the
20V at the input are no more critical, since they are inside the range of the power supply.

Boostrapping is used to eliminate the problem of CM, to have less critical requirement for the CMRR
of the first stage. The CMRR of the input amplifier is indeed the one dominating the overall INA; the
one of the second stage is less critical. Bootstrapping the power supply of the two input is not needed
for the second stage.
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FREQUENT PROBLEMS IN ECG INSTRUMENTATION

This is the trace of an ECG. One problem is when the ECG is saturated, when we have strong
defibrillation on the patient. The defibrillation is an enormous voltage at the input of the amplifier.
We must understand hence how much time the amplifier requires to return to normal behavior.

A second problem are interferences, the ECG is embedded inside a room, so we have other
instruments, power lines, so the traces may be affected by some coupling, typically from the power
line (produced at 50 or 60Hz).

DRAWBACKS

While being inside a wired ambient, with a lot of power lines, the power lines capacitively couple to
the body of the patient and also to the instruments.

We have a power line, that represent one plate of the capacitor, and our body or the instrument the
other plate. So in the corresponding electrode we have an injection of current. We separate the
instrument from the patient.

Usually, the instrument is protected by a shielding, the Faraday cage (it is embedded into a grounded
external conductor, so that the current flows in the cage and not in the instrument). Then we have the
wires; they are usually also shielded. If we don’t shield them, like in the slide, we have a current Id1
coupled to one wire, Id2 to the other one. The current doesn’t flow into the instrument, since it is a
high input impedance instrumentation amplifier = not collecting current. So the path at low resistance
is through the body of the patient, so it moves into the patient and it is drawn into the patient thanks
to the electrodes and it is discharged through the nearest ground connection, that usually is the right
leg of the patient. So the right leg is connected to ground through a resistance and the current flows.
If the two impedance Z1 and Z2 of the electrodes would be equal, this would not be a problem. We
will have the same currents in the wires and the same voltage drops = a common voltage on the
patient but not a Vdiff. Unfortunately, Z1 not always is equal to Z2.

Vi = Vg = gy =g
ifig; = iy

Y
Q'Cy Ve Va=in(Zi- 7))

2, OK: 7 2 a differentrial signal appears at
> Farada 2 the amplifier input
Electrocardiograph €.g. le = 6nA
\ | G 7, 2, -7, = 20 kQ
& = V,—Vg=120nV
Iq1 + g2 A hints:
Figure 6.10 A mechanism of electric-field pickup of an electrocardiograph « shield the inputs
resulting from the power line. Coupling capacitance between the hot side of « reduce the electrodes impedance

the power line and lead wires causes current to flow through skin-electrode
impedances on its way to ground.

Hence if we have two currents (Id1 and 1d2) in the two electrodes’ impedances, due to the Z1 != Z2,
we measure a voltage difference. Even if we assume that the two currents are the same (perfect
symmetry in the coupling, hence the wires are very close one to the other), we have a Vdiff that is
collected by the differential amplifier = bad news.
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The impedance difference is in the order of thousands of Ohm.

To prevent, we can do a shielding of the cable or we can reduce the electrodes impedance, so to reduce
the relative differences.

Common mode induced by coupling of the power lines

Common mode induced by coupling with power lines
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Figure 6.11 Current flows from the power line through the bod by the common mode
impedance, thus creating a common-mode voltage everywhere through unbalance
Z,, is not only resistive but, as a result of RF bypass capacitors at
input, has a reactive component as well. |mpedances

The current is injected by the upper capacitors, we assume it is given, not depending on Zg.

If we have a coupling of the PL in the body of the patient, we have the rise of a CM voltage. So the
patient is coupled with the PL and we have a current Idb flowing into the body the patient. Again it is
collected through the right leg of the patient and collected to ground through the impedance Zg. We
don’t ground directly the patient, since if we use Zg, Idb creates a CM: Vem=Idb*Zg.

The direct ground is not done for safety reasons: if by chance the body of the patient touches another
instrument or a power supply, if we have a temporary voltage on the body of the patient, this voltage
will produce a current, flowing in the path. If we ground the patient the current is enormous
(Amperes), so we place a safety resistor Zg because thanks to this impedance, if a current flow into
the patient, it creates a voltage drop on the Zg and the voltage on the patient is separated from ground.
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So if T have a very delicate point and a voltage can be applied to this point, to protect it we place a
safety resistor. The current will be V/R, and it creates a drop so that the point x is able to float and it
is not strongly connected to ground. The larger R, the larger the voltage separation between the ground
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and the point we want to protect. This is typically done with diodes. If we apply more than 0.7V across
it by mistake, we destroy the diode. So usually to protect the diode we put a safety resistor in series.
So if the diode starts to draw an extra-large current, it creates a drop on the resistor and overall we
reduce the voltage across the diode. Hence resistors in series are a very simple protection device; if
we have an accidentally large current flowing in the device, the resistor protect it because it creates a
voltage drop. In our case the device is the patient, and we want to prevent that large current into the
body of the patient occurs by dropping the voltage across the patient.

So the common mode in the patient is created by the current into the impedance Zg. If we have a
common mode and a beautiful INA, we are fine. We have a perfect rejection of the CM. However,
there is an additional problem. We must consider that the CM is transmitted to the amplifier to
through the electrodes’ impedances. If the two impedances are not equal, assuming the amplifier has
an input impedance Zin, the CM is transformed into a differential voltage (Va-Vb) at the input of the
amplifier. In conclusion, the mismatch between the electrodes’ impedance transforms the common
mode into a differential signal at the input of the amplifier. If they are the same there is no problem.
‘What we can do is to select the amplifier with the highest input as possible (the largest Zin, the smallest
the effect).

Another way to to deal with it is to reduce the reason of the problem, hence the CM. It is given by
Idb*Zg. On Idb we cannot do anything, but we can work on the Zg.

Right-leg driver circuit to reduce the common-mode voltage

T Ausili ~

\ Auxiliary S o -
; b op amp . ¥
Z, |

We introduce the right leg driver circuit, where instead of connecting passively the RL (right leg) of
the patient to ground, we connect it to the output of an amplifier so to create a negative loop formed
by the patient, a first stage, another amplifier and then we close the loop; so thus we drive actively the
RL (we don’t put it passively to ground) in a way to reduce the common mode.

We do so: we take the CM, we measure it thanks to the resistance Ra; in reality we put that node at
the virtual ground of the amplifier and the output is driven back to the patient. This creates a negative
loop.

In the equivalent circuit, on the left we have the CM. We create a Thevenin equivalent circuit: the
Thevenin generator is the voltage in between the two Ra resistances, so the CM, the Thevenin

33



resistance is the parallel between the two Ra (we are neglecting the differential signal). So we have an
inverting amplifier with v, as input voltage. Then we have the Ohm law across the resistor Rgy.

In the end we have the final formula in which we see that v is equal to the product Idb*Zg (Rr.*1d)
which was the old CM, divided by a factor. So we are killing the CM not by killing the source of it
(the current exists), but by killing the conversion factor between the current and voltage. The
improvement factor is 1 minus the loop gain. Rx: is high for safety reasons, but they are reduced by
the loop gain to a small value.

So the overall vem in open loop is of 20mV, but if we use the loop is of 50uV (much more reduced).
Thus, even if we have mismatch in the electrodes’ impedance, we have an improvement in reducing
the CM actively.
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Moreover, the resistor Ry exists for safety reasons. We can demonstrate that it doesn’t play any role
in what described so far, since vy is determined by the loop of the amplifier. It plays a role only in the
cases where we have for example a defibrillation; in that case the loop is open (amplifiers saturated),
so we would have the node v0 put to low impedance, so a relatively large current flowing in the path
from the patient, R;, output impedance of the amplifier. So if we want to reduce the voltage drop and
the current we put a safety resistor Ry so that the series in between Ry, and R, reduces the voltage drop
(only when the loop is open).

Beside it is shown why the CM may be
transformed in a differential signal. It
can be due to the mismatch int the
impedance but also in the capacitors of
the shielding. The shielding of the cables
can be different, so we have a C in series
with the resistor R. This capacitor
creates an integrator and so we may
have different frequency responses for
the CM which translate in a different
path, so into a differential signal. This
was the reason why it was so smart to
drive the shielding of the cables not with
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Common-mode to differential mode conversion can be due also to mismatches
of cable impedances, as different capacitances conductor-shield
(= see positive effect of driving the shield with V)
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ground but with a CM. So the capacitor doesn’t exist, and it doesn’t play any role.

In green we have what is good for us: the differential biosignal collected from the amplifier amplified
by the differential gain. In red we have the effect we dislike. First, the CM amplified by the CM gain
of the amplifier (CMRR = Gd/Gcm, we have to select an INA with the highest CMRR possible), then
we still have the other factor that is the differential signal created by imbalanced impedances (cannot
be reduced with CMRR high). So out amplifier is good in amplifying this difference as it was for the
true signal.

Take home message: be careful about CMRR and imbalanced impedances.
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#4 [CMRR Z +Z-Z,

biosignal T

out

limited CMRR of the amplifier

differential signal created by
the common mode through
unbalance impedances

MAGNETIC COUPLING

So we have not only capacitive coupling from the PL, but they create also a magnetic field (a current
flows in a conductor indeed, so we create in the space around a variable magnetic field). By the
Faraday law, when we have a variable B and it is coupling with a loop, we create an electromotive
force (voltage), that of course is at the input of INA. The loop where B is coupled is created by the
body of the patient, the arms and wires of ECG. So in the equivalent circuit we have impedances of
body and wires.

With twisted pair cables:
ECG 1) whorls are smaller
2) potential differences
created in the different
whorls tend to compensate
each other

To reduce it, we use a very old trick: twisted pair cable. We twist the wires, because if we do so, we
experience 2 advantages:

- The more we twist the wires, the smaller the loop, the surface crossed by the field is reduced.
However there is always still a minimal area.

- Compensating effect: let’s consider the first loop (whorl). If we take it and couple the B, we
have at the end a resulting voltage. But because of the twist, the voltage is transmitted flipped
just after (dotted arrow). In the second whorl, the geometry is the same, so we create a new
voltage, which is equal to the previous one. But if we sum the effects, the new voltage is
summed to the old one transmitted by flipping = overall voltage is null. So we are
compensating the voltage each even number of loops
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Not only we must protect the patient hence, but also the amplifier, typically when the patient
experiences large voltages due to defibrillation, so to the wires we apply some protection stages so that
the voltage on the wire doesn’t exceed a given value. The typical protection mechanism are diodes in
antiparallel, or zener diodes.

INSULATED AMPLIFIER

i, power supply
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instrumentation isclation
amplifier
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In the scheme we have the patient, all the electrical connections, the sources for interference due to
the power supply. We can insulate the amplifier from the resto of the building; we may define an
amplifier common (shown by the white triangle), a common electrode where all the circuits are
referred to. The advantage is that this is an electrically insulated world where we don’t use any building
ground. This is a useful idea especially with a patient that may occasionally get in contact with other
instruments, so it may not be a good idea that the patient or the circuit measuring the patient are
heavily grounded (to the ground of the building that is then connected to the real heart). So we leave
the patient to float together with its instrumentation (the instrumentation is totally differential, since
we are interested in measuring a differential signal. I don’t care if the differential signal is referred to
the building ground or to another ground, since it is a differential measurement (see satellite example,
where we define a common electrode to all the amplifiers of the satellite)). In this way, at the end we
need to transfer the signal to a monitor or a printer, we need to get the information referred to real
ground. This is the role of the insulation amplifier.

It takes the differential information referred to the amplifier common that may be floating (but it is
differential) and transforms it into a unipolar voltage referred to the laboratory ground. Then is up to
us; if we want to connect the other amplifier common to the ground we close the switch below, if not
we keep it open.

In practical terms, we transfer the information from the amplifier reference to the laboratory by means
of:

- Transformers: transform a voltage difference in another one.

- AC coupling (a signal superposed to a certain DC voltage on the left, and a voltage referred
to ground on the right. We must check that the capacitor is able to handle the voltages.

- Optocoupler: it is a device composed by a light emitting diode (LED) and a photodetector,
that collects light. So the information is transmitted through photons, and photons doesn’t
care about ground. For instance, LED is grounded to 50V, the photodetector is grounded to
laboratory. Anyway, any type of non-galvanic connection (no transfer of charge) is fine.
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INA NUMERICAL EXAMPLE
So we may have a CM, a DC offset between the electrodes.

ECG T | S 2.5 mV

[} Signal  ____ \ 0.05 Hz to 150 Hz
I
Electrode |
A Offset } +300 mV
I
| ] ECG T | 2.5 mV
} Signal . 0.05 Hz to 150 Hz
|
|
|
Common- !
Mode | 15V
50 Hz to 60 Hz }
|
|
I
|
|
|
oV *

[ 0.01 uF

differential offset at the
input caused by the
electrodes (~ 300mV)
limits the DC gain in
case of a fully DC-
coupled amplifier

(output saturation) ) 22 >—4>—o

100 kQ

3.3 MQ
[ to compensate
bias current

| = Istage = I = = Ilstage= |
Figure 618 This ECG amplifier has a gain of 25 in the dc-coupled stages.
I'he high-pass filter feeds a noninverting-amplifier stage that has a gain of 32.

* Switch for I'he total gain is 25 X 32 = 800. When wA 776 op amps were used, the circuit
fast reset after vas found to have a CMRR of 86 dB at 100 Hz and a noise level of 40 mV
overload (e.g. wak to peak at the output. The frequency response was 0.04-150 Hz for =3
defribrillation) I3 and was flat over 4-40 Hz.

It is a two stages INA. So INA + non inverting amplifier. We need two stages since we need to gain
about 800, because the ECG signal is very small (fraction of mV). Why can’t we use only the INA? In
principle, we can; but we have a DC offset at the input of +-300mV. If we take it and multiply by 800,
we saturate the amplifier 2 we cannot put all the gain in one amplifier, otherwise we saturate. Hence
we split the gain into two stages: in the first (INA) we amplify of 25, the second of 32 - 25*32=800.

I have also a decoupling in between, so the 300mV are amplified by 25 but not 32, so I don’t have the
saturation in the second stage.

Then we have an AC coupling, we decouple the DC component, then the second amplifier is referred
to ground and we have the amplification by 32.

So for the signal path we have 25*32, since the capacitor (a large capacitor) is like a short circuit, so it
is like if the output of the INA is directly coupled to the input of the non inverting (in AC). But in DC
the two nodes are decoupled.

In the first stage we have a potentiometer below to improve the CMRR of the differential amplifier
(2™ stage of INA). If we recall the calculation of done in the case if one resistor was different from the
others, well the potentiometer can be used to try to compensate for this. With it, we adjust any possible
mismatch between resistors. Moreover, the resistor of 3.3MOhm is necessary to define the DC voltage
of the corresponding node, otherwise the amplifier is floating. Thanks to that resistor we apply ground
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there, but only in DC, since in AC the capacitor is a short circuit and the node il linked with the output
of the INA.

The problem is that the AC coupling with the huge resistor, creates a big RC constant. So during
defibrillation, the amplifier (INA) saturates, the capacitor is charges and it will take forever to be
restored to normal operation because of the 3.3MOhm (3 sec). Hence we use a switch that is closed
when we need to discharge fast the capacitor = reduced time constant. Then we release the switch
and we still have the normal tau. Since we have an AC coupling, we need to establish a voltage at the
input of the amplifier of the second stage, which is zero for instance. To do it, we need to establish it
without affecting the signal path. The best way to bias one node without affecting the impedance of
the node for signal transmission is to bias it with a large resistor, because the large resistor supplies the
voltage (no current flowing, 0V supplied to the input of the amplifier) but the signal path is not affected
by the large resistor.

On the second stage we have also the capacitor to have a pole at 150Hz (low pass filter). So in the end
it is a bandpass amplifier, from 0.04Hz to 150Hz. The low frequency pole is given by the AC coupling,
that is like a high pass filter. The resistor on the minus pin is to compensate bias current, so that the
drop due to bias current is the same on the two branches.

Finally the noise analysis is not done, but the noise level is of 40mV at the output. If we want to bring
back to the input we divide it by 800 - 50uV, which is right the specification for the noise at the input
of the amplifier, so we have to be careful about that.

Moreover, we can theoretically remove the dc offset by setting the reference pin of the INA. However

this is good if the offset is constant, but since it changes patient by patient, it is not a perfect strategy.
AC coupling kills the differential offset at the output of the first stage.
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THE PACEMAKER

The role is to supply pulses, stimuli in the walls of the heart, and also the capability to access the walls
allows to make diagnostic (detecting pulses).

The heart has four chambers: the RA collects blood from the
circulus, it is sent to RV to be oxygenated. Then the oxygenated
blood is collected to LA and then LV to be pumped out. We are
interest in electrical connectivity terms. In green color we can see
the extended connectivity able to create the contraction of atria and
ventricle and also to transmit the action potential to the various part
of the heart. We can identify the main nodes responsible for the e
electrical activity. The upper node is the sinoatrial node, where the
electrical activity starts, then we see the atria (L and R) where the
electrical activity allows contraction; then we have the g.ncadesta

atrioventricular node, that represents the transmission of the signal

from the previous contraction of the atria to the upcoming contraction of the ventricle. Then there is
the long interconnection in the central part (septum) and then the left and right branches.
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Intrinsic properties of the heart
- Automaticity: intrinsic capability of generate an AP. The cells that create the pulse are called
pacemakers cells.
- Ritmicity: the stimulation are quite regular.

They are represented by the sequence of Aps, which are represented schematically for the SA node.

-1
SA node T Heart rate = T

S\ope )
—60-] Threshold potential
_85_
Time ——= Maximal diastolic potential (MDP)

depolarization (leakage of Na+ and Ca++ ions inside)

Pacemaker potential (mV)

We recognize the crossing of a threshold; we still have this, and when the potential in the cells is
overcame, we have the firing of an AP, then the AP extinguishes and the potential goes back to a
negative value called maximal diastolic potential. The key difference is that in standard cells, after the
extinguish of an AP, nothing happens anymore, the voltage remains constant to the resting potential
as long as a new stimulation occurs. Here in the heart the potential is not fixed to a low value, but
starts to drift, to slowly rise. This because of a different situation regarding the ions; the permeability
for the ions is not 0, there is a leakage for Na and K ions. They are still able to slowly move in the
internal region of the cell. After some drift, the potential reaches the threshold levels, the channels
heavily open and we fire an AP. This is the reason for automaticity.

We have now to take the evidence that across the heart, several cells may beat spontaneously in a
different way, due to the self-mechanism. What is evident is that the SA node is spontaneously beating
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at around 70 beats/min. the AV node is instead slower (50/60), and Purkinje fibers 25-40. So how to
synchronize these beats?

The conclusion is that the faster dominates the overall beating. This because of course pacemaker cells
are self-beating, but this doesn’t prevent the cell to be stimulated from another one. So although the
cell in the heart would stimulate at different time, once the SA node derives the pulse, in a sort of
cascade all the other consequent cells will be triggered by the previous cells. This is why SA node
determines the frequency of beating of all the other tissues.

So this plot shows the APs occurring in the different regions of
the lung. The signals are one after the other, because the SA
node is the first one to start. Then there is just a physiological
delay. The other tissues have no time to self-beat because they
receive the outside stimulation.

External to the body, we see a superposition of the effects, of
these waves: the ECG signal is a t-dependent waveform to which
the tissues contribute differently. The P peak is dominated by the
contraction of atria (green), while the R peak by the s
depolarization of the ventricles, and then the T peak by the repolarization of the ventricles.
By measuring the peaks and the distances between peaks, we see if everything is physiological.
Different factors affect the cardiac rhythm:

- Threshold level: the higher, more time is taken by the slope to cross the threshold.

- Slope

- Diastolic potential (starting point)

Arrhythmias and ischemia

We have a block of the AV node. The atria contract but nothing is transmitted to the ventricles, so the
two structures beat independently. The pacemaker is sensing the atrium and is firing the ventricle to
prevent this, so it substitute in this case the AV node.

Another arrhythmia is when there is a delay between the P-R interval (AV is partially active). When
we have a delay, the distance can be abnormal.

Ischemia is a reduction of oxygenation in the tissues of the heart due to the occlusion of the coronary
arteries which change the equilibrium in the heart beating. There is an effect on the external recorded
ECG signal.

THE PACEMAKER
It is a device which aims to restore the normal physiological beating activity of the heart. So it provides
stimulus to the various chamber of the heart where the cardiac activity is not regular. We have 3
classes:
- Asynchronous: operates with a fixed rhythm, independently from what happens in the heart
- Synchronous: the pacing is synchronous to something that is recorded.
- Rate adaptive: most modern type. Able to provide a regular pacing but also sensible to the
status of the patient, since it can identify if the patient is running and so intensify the rhythm.
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It can provide pacing to different chambers, it can sense different chambers and it can respond by
stimulating or inhibit the beating.

ASYNCHROUNOUS PACEMAKER

P Pulse Lead
oth:r Oscillator » output — .. — Electrodes
suppty circuit

Pulse generator

It is like a clock. It provides a pulse through a pulsing circuit according to the period given by an
oscillator. The stimulus travels through the wires towards the elctrodes. There is a particular type of
asynchronous pacemaker called demand-type.

Demand-type

Timing ___, Output Electrodes
circuit circuit

T

Reset

€ «—  Amplifier
circuit

Figure 13.3 A demand-type synchronous pacemaker Electrodes serve as a

means of both applying the stimulus pulse and detecting the electric signal

from spontaneously occurring ventricular contractions that are used to inhibit

the pacemaker’s timing circuit.
It is a pacemaker ready to pulse, but it is not providing necessary a pacing if it records a spontaneous
pulse by the heart. It is used for those patients that suffer from dangerous slowing of the heart beating.
Again, it is composed by a timing circuit and electrodes, to supply any given seconds a pulse. But at
the same times the electrodes, that are also sensors, collect a spontaneous beating of the heart, the
timer is restarted. So if we exceed a given time the pacemaker provides the pulse. But if a spontaneous

pulse is received, the pacemaker doesn’t work and timer is restored.

ATRIAL SYNCHRONOUS PACEMAKER

Atrial v B Monosuble | ,, | M b
— Amplifier —» Gate » ltivib — ltivik
electrode 120-ms delay 2 ms
2 v3 pulse
I inhibit l v4 : duration
Monostable Output
multivibrator circuit
500-ms delay
inhibits further stimulus l
within 500ms iy jates the propagation delay
s : Ventricular
between atrium and ventricle etk

Figure13.4 An atrial-synchronous cardiac pacemaker, which detects electric
signals corresponding to the contraction of the atria and uses appropriate
delays to activate a stimulus pulse to the ventricles. Figure 13.5 shows the
waveforms corresponding to the voltages noted.

it substitutes a not correct transmission of the stimulus from the
atrium to the ventricle by means of the AV node

It is a synchronous one. They are pacemakers that supply a pulse after having received a signal; the
pacemaker is recording the contraction of the atria, the AV node is not able to transmit this
information to the ventricles and so the pacemaker senses the pulse in the atria and provide pulse in
the ventricle. First of all, the pacemaker collects the self-stimulus from an electrode implanted in the
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atrium and we have and amplifier that is amplifying and providing a trigger. Then we have a gate
(transmission state), then a monostable that provides a 120ms delay. The delay is needed to emulate
the heart; the monostable is a stage where you have a digital input and a digital output only after a
while. Then we have the stimulator that provides a pulse of 2ms. We use 2ms because it is what is
needed to really trigger an AP in the heart.

Gate

As the pacemaker is a quite invasive device in the heart, it could be that when we are stimulating the
ventricle in a very powerful way, we have a parasite pulse that may be connected by the atrial electrode
or other electrodes. So we would have a very bad retriggering modality. Hence we introduce this gate
that doesn’t let a new pulse to pass through at least within a physiological interval of half second. This
because we know that within this period we cannot have a beat physiologically. So we kill the network
in a way that even if a crosstalk is collected by the atrium electrode, it is not able to restart the triggering
phase. So if we have a crosstalk, instead of transmitting it into the regular path, we open the gate for
a while.

RATE ADAPTIVE PACEMAKER

Controller Pulse Load wire
Sensor —p T — — and electrode
circuit generator X
system
Control
algorithm

It includes a microcomputer. The pulse generation is done according to some physiological parameters
recorded by the pacemaker. So it is equipped with sensors, and according to their outputs, the
computer takes appropriate decisions.

The sensors for example measure temperature thanks to a thermistor, waveforms, pH of the blood,
body vibration (by means of accelerometers).

The temperature measurement is e.g. placed into _ |
. . - . negative temperature coefficient Them _ Electrode
the tip of the electrode. The thermistor is a resiStor  of - 4%/°C, assumed linear in the
. . temperature range between
that changes its value according to the 3549
temperature. So we can put the thermistor in a

circuit where we have also resistors; if the '3 SR
resistances are equal, the two path are the same (R CIRCUIT EMPLOYED TO 12 V(B .

: DETERMINE THE VARIATION OF
and Rth), so no curren‘F flows into the feedback. If TEMPRRATURE TO CHANGE THE ?»moo
the Rth changes, there is no more balance between STIMULATION FREQUENCY a2v(®) R,

the currents and we have a current in the feedback,
the info is collected by an ADC and sent to a microcomputer.
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PACEMAKERS: ELECTRODES
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Unipolar Bipolar
Figure 6.13 Unipolar and bipolar implementations of both J-shaped and nonpreshaped leads.

All models have distal cathode. Bipolar designs typically have a ring anode proximal 10
15 mm on the lead.

They have to supply the electrical stimulus to the tissues and also to sense the biosignal. They must
fulfill safety properties, they should be effective in transmitting the energy to the tissues by minimizing
the possible loss.

There is as always an electrode electrolyte interface (as previously shown). The peculiarity is that the
tissues is the endocardium (the one in contact with the electrodes).

Classification
They are divided into unipolar and bipolar. They have to supply pulses, hence a voltage difference to
the point of the tissue of interest, but with respect to what?

Unipolar

We elect the case of the pacemakers as local common. The pacemaker needs to have a common
reference, indeed. We apply a voltage to the tip of the electrode with respect to this common reference.
Somehow the pacemaker is embedded in the body (like the satellite travels in the space), so we define
a local ground and we supply a voltage elsewhere with respect to the reference

Bipolar

The alternative is to provide a local voltage difference, a bipolar voltage difference between the tip as
before but with respect to another metal connection (that has typically a ring shape) close to the tip so
we supply a local voltage difference between the tip and the ring. Thus we still have the common
reference in the pacemaker case, but the voltage is supplied in a differential way between to nearby
electrodes.

In the atrial J-shaped we have the unipolar version with the tip, in the bipolar we still have the tip but
at a distance of 10mm we have a ring - local voltage difference. The same for the ventricular
electrode, which has instead a straight shape (see webster book for more reference).

BATTERY

Battery in the pacemaker are a crucial component, since when we implant the pacemaker by surgery,
the pacemaker has to operate for several years (up to 10) without the replacement of the battery. The
only thing done is the periodic riprogramming, we have the possibility to reprogram the pacemaker to
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new physiological parameters, but this is done internally through a radiofrequency link, we have no
real access to the hardware. Each battery is characterized by a figure of merit that is its capacity,
defined in mAh, the unit of a charge.

Basic numbers:

» Battery duration: 10 years
« Battery capacity: ~ 2000mAh (vs. iPhone 11: ~ 3000mAh)

= How much current (average) is allowed for the pacemaker in 10Y?

| _ Capacity _ 2000mAh _ 2000mA-h 23uA
ave ~ Duration _ _ 10Y _ 10-36524.h H

pulse generation:

~10mA* laver ~ 10mA 5% ~ 143A
T’)[ :I‘_j_m_s ____ I _ I:'a_vep '
R E—

= ~ 9uA (max) available for

) the remaining electronics
*~10mV/1Q2 ** ~ pulse periode

The battery has a capacity of around 2000mAh. The battery of our smartphone is similar for example.
The question is which is the best use we can do of such capacity. We can calculate in average which
is the current consumption we may allow to be drawn by our pacemaker considering we cannot
substitute the battery for 10 years.

The average current is the capacity divided by the time duration. The result is 23uA; overall the
pacemaker must draw no more than 23uA. It seems small, but we can also estimate something else.
Let’s estimate the current for the main job of the pacemaker, which is to supply pulse, the rest is
sensing, telemetry, controlling electronic, but we cannot skip the energy to supply pulses.

The calculation allows us to say that the drawn current to supply pulses is of 14uA. They are supplied
about every 0.7s (reversed of the average beating) and they last about 1ms (duration needed for the
tissue to generate an AP) and the intensity of the pulse is around 10mA (order of magnitude). 10mA
because in order to trigger an AP the order of magnitude of the pulse was about of tens of mV, so we
generate such a step if we are able to inject sufficient current into the impedance of the tissue. Since
the impedance is in the order of 10hm, the current needed to trigger an AP is about 10mA
(10mV/10hm). The conclusion is that in the pacemaker we have to supply 10mA for 1ms every 0.7s.

The average current if we have to supply 10mA each 0.7s is obtained by considering the duty cycle >
14uA. This average current is mandatory, it is indeed small than the maximal one.

So once we are around 14uA for pulse generation, for all the remaining electronics we have only QuA,
so the budget is really small - the electronics for pacemakers is a highly low power electronics (few
hundreds of nA). All the transistors work in weak inversion.

LITHIUM IODIDE BATTERY

The battery is a solid-state battery, a lithium battery, made with the matching of two solid materials:
lithium and iodine. When put in contact, they create a chemical reaction, a redox where the lithium
oxidates (looses electrons) and iodine is reduces (gains electrons). They are exchanging electrones
through the load. The result of such a redox formula is the lithium iodide, which is a solid, and is the
electrolyte created between these two elements.
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Eltzm\'ut

At the beginning we put in contact Li and 12, we have just the interface between them, but then the
reaction takes place and we have the electrolyte growing between them.

After sometimes, the Lil, becomes a significant separation between the electrodes. At the beginning it
is not present, it forms with time.

The result is of 2,8V of battery.

The Lil, electrolyte grows during the lifetime of the battery and this is a problem since it creates an
internal resistance, that is a penalizing factor for the battery. When the battery gets old, it means that
it is growing internally a resistance, so this create the voltage drop (voltage generator + resistance).

It is an internal resistance since it prevents or at least it makes more difficult, the continuation of the
reaction. Indeed, to continue the reaction, Li atoms have to reach 12 ions. 12 ions are not able to travel
penetrating the electrolyte, Li yes. However, the more the resistance is increased, the more is difficult
for Li ions to travel through the resistance.

The growing of the resistance can provide a drop on the voltage for the following reason.

Battery anode Intemal resistance Battery cathode Battery ancde Internal resistance Battery cathode
—> 44—
Oxidation Reduction Oxidation Lt F—— > 4=T Reduction
Li 9 Li+ + e— | Solid Lil electrolyte |12 + 2e—4» 2| + Li#Li++e-| LI Ri 12 +2e—4» 2| +
— — —ANAA—
—_—  — ~_7
Va VRi Vc
Load cathode Load anode Load cathode Load anode
[ Toad { Load |
L—1 P —
C t
Current ~urent 7
. Vbattery
o solid-state battery
e 2Li +1; — 2LiI (solid electrolyte) « increase of internal resistance Ri (typ. 30kQ after 1800mAh)
e\ =28V « battery voltage reduction

First of all we consider the voltage Va which is the half cell potential of Li, created when Li is in
contact with the electrolyte. Similarly for Vc. In conclusion, the battery voltage is Va+Vc (=2.8).
However, during the growing of the internal resistance, we have an internal voltage drop that has the
opposite sign. It is the drop occurring when the current of the Li is flowing into the internal resistance.
So Li ions moving is a current, but passing in a resistance creates a voltage. So over time the increase
of the internal resistance increases the internal voltage drop to the battery itself, so the resulting voltage
at the terminals of the battery is no more the initial voltage drop, but it without the drop to the internal
resistance. Over time we have an increase of the internal resistance in the order of 30kOhm and a
battery voltage reduction.

v Battery voltage
29

On one side of the plot in blue we see how the internal impedance reaches  2¢
values of kOhm and hence the voltage of the battery drops. We must take 2

kOhm Battery Impedance
32,0 4

this into account, the amplifier cannot work only at 2.8 as Vdd, but it must ;]
be biased also at smaller value of voltage, verifying it is still working. f _._4‘,/
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At the same time, the circuits that have to supply the pulses, must work even when the voltage drops.

PULSES GENERATION

The driving parameter to obtain the best pulse is energy conservation (the lower the energy
consumption, the better). Moreover, supplying just the battery voltage is not sufficient to stimulate the
tissues, so we need to introduce some circuits that allows to supply a pulse 2 or 3 times the battery
voltage.

In the most general configuration we have the bipolar pulsing below (we can provide it also unipolar).

Application of the pulse -90mV resting potential
+£20mV bipolar pulse

Cell
meém\brane Jﬁafho‘je current Anode

- flow +

20 mv 1Y\ [/ A+20mv

eomv =70mV (threshold) _11om 90 mV

depol.= pulse hyperpol.= no pulse

(a) ldeal —T— (b) Actual |1
oV

Vdd- — - -

When we put two electrodes in contact with the tissues, I supply a negative voltage on one electrode
(cathode) with respect to the other, where is supplied a positive voltage (anode). So I supply a voltage
difference. In the image, I imagine to supply 40mV (+-20mV) between the two electrodes. If T put
them in contact with tissues, I expect to trigger the AP in the contact point of the cathode. This because
we know that depolarization means reducing the voltage difference between the internal and external
part of the cell, so it means to decrease the voltage externally to the cell. So we drop the voltage
difference thanks to a negative voltage externally. So for example if I have -90mV inside and externally
I apply -20mV, the overall voltage across the cell is of 70mV, so I'm going above the threshold, I'm
triggering a pulse. Conversely, at the anode we are doing the opposite, we are increasing the voltage,
so we are applying 20mV positive. So overall the voltage difference is increasing at the anode >
hyperpolarization, we are inhibiting a pulse.

So we are interested to negative pulses because of this. Ideally, the amplitude of the negative pulse is

-Vdd, so -2.8V (the one of the battery). So we need to create -20mV and we are able to generate a
negative pulse of -Vdd. However the step down is not ideal as in the image.
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PULSES GENERATOR

The simpler stage is the unipolar basic stage, we ground the anode so to concentrate in supplying just
a negative pulse. The following is the simplest stage to supply a pulse. It is a common source stage
(also called common emitter). In the image there is a BJT, but we can also put a nMOSFET.

To switch on a common source mosfet we apply a positive step of duration t. Then we have the tissue
that is represented as a resistive load with respect to ground.

At the beginning the pulse is off, the gate is off, so the transistor is of. If so, we have to consider the R-
C-R network (below, right). It is an RC network, so if e.g. the C is zero, we have a non zero current
flowing into the resistors. Hence we have a rising voltage over the capacitor; C charges up to when
the capacitor holds the complete voltage Vdd. Hence V¢ at the beginning is 0, since the C is zero, then
start to rise with the tau and then we have a steady condition for Vdd, and no more current flows in
the network.

Pulses generator (basic) Pulse signal
t
Vc
Vdd F_— Vdd
t
é C Voa
Ve —||_ load KK t
v Load
Pulse load resistance Vddb—""
signal 1 (heart) zd *d)z
= Vi V
7%0 7>0
= ) vdd ) <vad

Then the pulse occurs. The transistor switches on heavily if it occurs in the steady condition where we
have Vdd. It is a common source, so if we have a tension on the gate, the drain gets down (it is an
inverter), the voltage on the drain goes down to zero. So we have a heavy inverter with the drain going
down to the source.

8. Voo

T
_I—— | r'UDs X

The drain goes down, but if a very large current flows in the transistor, the node goes so slow that the
Vds tends to 0 (if we switch on the gate, the drain goes down).

So the Vc voltage drops down. However, the capacitor was charged to Vdd. So if the left hand of the
capacitor goes to 0, the right hand goes to -Vdd, since we cannot discharge immediately the capacitor,
the voltage drop on the capacitor remains Vdd overall - rigid translation of the capacitor.
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This is how we have applied to the load (heart tissue) a negative voltage, that in principle is Vdd.
So we pre-charge the C, then we have heavily pulled down one hand of it and the C pulls down the
other hand of the same quantity.

The idea is the following:

9 € 1
. * —_—) 0 0—__] -Vis
\_/
\eo b
J

So we do what above. Then we have to consider that the capacitor, for the total duration of the pulse,
so during the application of the pulse, is in a RC network. So the voltage won’t remain -Vdd, since the
C starts to drop its voltage across (Vdd). At the end the Vdd across C tends to zero, since we discharge
the capacitor.

If I take the voltage on the capacitor, it is going to be discharged with a long time constant. However,
I will not let the C to discharge, since the switch on time for the circuit is very short, so we see only
the initial start of discharge of the capacitor = the voltage across the C won’t reach 0, but a value a
little bit smaller than Vdd.

This explains why in the Vload plot we reach -Vdd and then we have the starts of the exponential
decay. It seems linear, but it is exponential: then after a while the transistor is switched off again. Since
the C is not fully discharged, the voltage on the load goes up again - we restore the previous
condition. In reality, we have also a little positive spike (**), explained by the right circuit below.

The transistor is off, and since the C has been discharged a little, we cannot say that the voltage across
C is still Vdd, but a bit lower. But if we take the network, and the Kirchhoff law, the two remaining
voltages must be a little bit positive to sum up to Vdd, so we have a bit of positive bounce in the load.

CURRENT VS PULSE DURATION

We first observe that:

I e— < Load T
P_ulse | I resistance |Avew|
signal E

1) Dueto Z,.>> Ry, = |AV,] <<Vdd

2) I=Vdd/(R +Zyeq) ~Vdd/Z, ., (it does not depend on the load and it can
be increased by increasing — or multiplying - Vdd)

The previous one was an ideal condition, with the tissue in direct contact with the electrode. But we
forgot the electrode impedance. Its value is in the order of tens of kOhms. So in the model everything
remains the same, but we are not applying -Vdd to the heart, since we have a very penalizing voltage
divider, because we have the series between the electrode impedance and the 10hm impedance of the
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tissue. This is also why in the time constant we don’t have only the 10hm but also the impedance of
the electrode.

So we apply -Vdd but in reality on the load we apply only a small fraction of that. If the load is in the
order of 10hm and electrode’s impedance of 1kOhm, we have a penalization factor of 1000. This
explains why it is not easy from a 2.8V battery to achieve 10mV on the load.

First, we have to minimize the electrode’s impedance as much as we can; moreover we have also to
increase the voltage we really apply in the circuit. Considering now the model, we can also calculate
the current taken in the circuit by the load (we assume the impedance of the load is negligible).

The current is I=Vdd/Zelectrode.

So in order to increase the current flowing I need to multiply the voltage on this stage.
This brings to an important question: considering all these difficulties and that we need to supply a

pulse with sufficient intensity, which is the best compromise between the amplitude of the pulse and
the duration?

vdd .
e IV Zojects Current vs. pulse duration (3)
e
J .: Load ¢ We need a large Vdd to
I resistance |AVy| for depol. create the minimum AV of
signal = =+20mV 20mV on the load
(o) . Cel
= | Membrane 4 The load can be

represented by a Cm in
parallel to a Rm

G

o If we think in terms of
current I (instead of Vdd),
we can determine a
minimum current I
necessary to provide 20mV
of stimulation:

IR Tl == Amlad )]

S0 e0 Qo

: rhecbhase IRC
| V=1IR(1-e "1

Log Pulse Duration

I=20mV/1Q=20mA

chronaxie time

On the upper left we have the modelling introduced (pulser to supply -Vdd, the Zelectr and also the
current to be supplied in reality). In principle I can now represent the circuit as an equivalent Norton
of my pulser. This because I also introduce an additional penalizing element that is the capacitor across
the cell. So the impedance of the cell is not only a resistor, but also a capacitor that creates the overall
impedance (e stands for external, i for internal). The good news is that R is 10hm ca., the C is 1 uF
ca.

Hence my stimulator is represented by a current generator that provides a step in current given by
Vdd/Zelectr, the load is seen as a parallel between the resistor and the capacitor.

10.

X
10. I i ® ﬁ/,\ ) 7 2omd
1. Veo é ¢ r /V_'
btk ‘rf l .

(2

t

}

S
|.|I————l
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An equivalent way to describe our circuit. We have a current given by Vdd/Zelectr, and we need to
charge a capacitor in parallel to a resistor. The one on x will be the voltage that activates the AP. But
if we have a step by the generator, on the x we have an RC network output. (we don’t’ care about the
Norton equivalent impedance in parallel). If the voltage Vdd is not sufficient, we will apply some
multiplier. Anyway, thanks to Vdd we control the current injected into the tissues. However, due to
the R and C parallel, we don’t get immediately the voltage to trigger the AP, we have to wait for the
RC network.

The minimum current needed to reach at least the 20mV that are the minimum to activate the AP is
20mA.

So is it better to have an intense pulse or a short pulse? If I look at the graph, the answer would be a
pulse that lasts forever to reach the stimulation. We need to do something better than forever.

However if we supply just 20mA (Ip) we have to wait forever. In practice, we apply a larger current
than Io, a current I. thus the voltage has still an exponential shape but we apply a larger current. If we
apply a larger current we reach the desired voltage V) at the time t, which is called pulse duration.

From this plot we can imagine that larger is the current we apply, shorter is the time needed to reach

V, =al,R(1—e""*)
with I>1,
V. : V.
I=al, S WL ) F
v, al R RC ol ,R
_______________________ [ 1% v inverse
In(l+x) = x —a~— t~ RC—2— proportionality
time RC al,R al R betweenlandt
Tt (for large I)
t: pulse duration T VoI t .
. . (=CL J=C22 [=]=< (1.=CVyi)
V,=al R(1-e ) I [ IU 0 P o'to
V, can be reached
with I=I, (a=1), but with a pulse duration t—co OKfor t small
or o (0=l g I:lor—‘/ = |I=L(+ /D
- - ) !
with I>I, and a finite pulse duration t N no OK for t —>00 (11, for t —»00)
= which is the best compromise for I and t? (does ot go to I,)

So we now understand why the two plots below are equivalent: they both allow to achieved Vy, but in
different ways. There are also calculations to get them.

We have the exponential formula, then we divide and apply logarithm. Then supposing that
V0/alpha*1,*R is sufficiently small, we apply the Taylor and we obtain that t ~ RC* V0/alpha*Iy*R.

The last formula tells us that given the minimum current Iy, which we need to apply, the larger is the
current we apply with respect to Io, the smaller is the time t we need to apply it. This is ok for small

tau.

11.

[ H:Mo‘umm w{h?{_

B

~
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Larger is the current, smaller is the time we have to apply the pulse. For small tau is ok, but what is
not working in the formula is what happens for t=>inf. If t->inf, from the formula the current should
be zero, but in reality it should approach I,. So we artificially manipulate it to obtain the formula in
the red square by summing 1. Note that for small t, 1 is negligible.

Cell

(a) Membrane I = ]0(1+IC / t)

g

which is the best compromise for I
and t?

= minimize the energy consumption

~o~m—c3-~mn

~Se-m-co @or

, E=IZt
1 rheobase
: dE . A
Log Pulse Duration - = I(;Z(l - L@)
chronaxie time df T“
dE s
Ezo for 1=f,. = 1=21I, E=(1 ) Zr =41 71,

E=72[7Z1 =020

E=45I37t =2
Once we have this formula, we need to find the best compromise between duration of the pulse and
current. In a log-log plot the formula tells us that for small t we have larger current, for long t we have
Io. The best compromise is the one that minimize the energy consumption. The energy consumption,
when we charge with a current a resistor, an impedance Z, is equal to the power times the duration of
the pulse.
I should find the minimum -> I take the derivative of the energy with respect to time duration. The
derivative is set to zero. so there is an optimum time and in correspondence of it there is an optimum
current, that is twice Io. We have a reverse proportionality between duration and intensity of the
current.
So the best current we can apply to minimize the battery consumption, once I, has been defined, is
2*Ip, no more, no less. Thus we reach the AP but with the optimized use of the battery.
If we are not doing our best, for instance taking a too short pulse duration (current to large), we are
duplicating the energy consumption - wasting of battery. Conversely, if we are using a pulse with
too much time, we are also dissipating a lot of energy. The power consumption has been computed
considering a constant current on the load.

The next topic is the possibility to supply a voltage on the load larger than the power supply.
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GENERATION OF A V>Vsupply
12.

(a)

'— |
Ve ] +Vbat , +Vbat |

Vbat FCp Co= Vout @ I
Pusses 4 0 T—ﬁ/ - v
Rbat ©
+"___‘ Phase |
Vo T ‘ (b) +Vbat
: o dn

T
(@]
. +Vbat
i ‘ % | Vout=+2Vbat
e +Vbat | 0 .
| —\/bat Cp  Co=Vout @ L
0 - v

-Vbat
%ﬁg_ yA -Vbat
O— 0

Rbat -Vbat
Phase Il

In the first phase we take the battery generator and we charge a capacitor that is in parallel to the
power supply, so we accumulate the battery voltage in the capacitor. Then the second step is to put in
series the battery with the just charged capacitor. So we have two Vg, V battery. So overall if I apply
the voltage difference to a load, I have twice the battery voltage. Of course the capacitor is not an ideal
voltage generator, it will discharge, it won’t hold the voltage forever, but if we switch between the two
phases we continue to store charge on it = the phases need to be repeated so that the C can be
considered a voltage generator, at least for a small period of time.

In the two circuits above what just described is shown. Overall on the load we apply the double of the
battery voltage

UNIPOLAR PULSE GENERATOR
We provide a pulse to the load supposing that the other side of the load is at reference (ground).

vdd

. (B)

=33 uF 3:3(5(2 vdd

33 k?_§ o 15Kz Vd = Oulput
3.3uF  tohea
vdd —
0 I 0
33 ;;F -Vdd

Micro- (A
processor| LQ1

0
+Vdd
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We have a common source transistor (with a BJT or a nMOSFET), the gate is connected to a
microprocessor that activates the transistor. Then we have the 33uF, a capacitor in the middle that
will be charged to Vdd and then a second stage with a transistor whose gate is grounded (the capacitor
B is for filtering the noise). When the transistor Q1 is off we have the red set of voltages, when it is on
the blue one.

Let’s analyze the circuit, starting from the red color. At the beginning the transistor is off, so we have
only to analyze the network made by Vdd, the two resistances and the capacitor A (also the other
transistor is off). It is an R-C-R network, so the C is charged to Vdd and no drop on the resistors at the
end of the transient. The other transistor is off because the gate is at zero and the source is also at zero.
Note that to have this second transistor on, we must have a positive voltage between the gate-source
voltage. But if we have a positive voltage Vgs, if Vg is 0, Vs must be lower than zero. But if the resistor
is grounded, the current should flow going up. But how is it possible if the current of the mosfet should
go down? It is not possible, the Kirchhoff law at node x is not satisfied, so the only possiblecondition
is that the current is zero everywhere.

13.
14.

So the only possible resulting voltage during the red phase is 0. So there is no voltage drop on the
resistor upper right and so the node C is at Vdd. We have another RCR network = also the capacitor
C is charged to Vdd. It is another replica of the first stage with the transistor Q2 off.

Now we deliver the pulse (blue values). If we step up the input, the output goes down heavily, to the
minimum voltage that is 0 = the node of the capacitor A drops to 0. However, the C cannot change
instantaneously the charge on it, so the right hand drops to -Vdd. Hence since the gate of Q2 is to 0,
this transistor switches on. If it is on, also the node left hand to the capacitor (C) goes down, since the
drain voltage is going down to the source voltage (we have like a shortcircuit). So this node drops
down from +Vdd to -Vdd, because we have to consider the transistor Q2 as a shortcircuit. But the
capacitor C has accumulated Vdd across the plate and so the right hand goes down to —2Vdd (the
voltage across it cannot vanish).

Have we still the problem of the current as before? Now we are in transient mode, which means that
we have to consider the presence of the capacitor. A current can flows from the top and bottom? Yes
since they both go to the left, because there is the capacitor because it is in transient mode (14) the
capacitor (before it was in bias mode, 13).
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BIPOLAR PULSE GENERATOR
The load here is supplied with two electrodes, two tips. Between them we supply twice Vdd.

Pulses generator (bipolar) A=0, B=0
(charge of 22uf)
vdd

o I +Vdd

i Heart +Vdd

[+

r Switch 4 Switch

o N:ItIV\?ork 1 N‘gtlv:ork 2 +Vdd

p

: AL, T

2 Sensing Act B0

e Amps. =1, B=

s —||+——o/c o/o——-—

s 22 yF 0

(o]

: A=1, B=1 j'Vdd

+Vdd
[E;O')-zwd T
> T—+2Vdd 0
T

C: 1 (pulse), 0 (sense) +Vdd

The circuit is composed by a microprocessor, then we have two inverters (Q1 and Q2), then we have
the two switching networks. This means that the two tips can be either stimulated by the pulse circuit
(if to line C we have a logic 1), or can be (if the line C has a logic 0) connected to the sensing amplifier
(tips connected to it) = the same electrodes can be connected to the pulser or to the amplifier. From
now on only the first series of switches will be considered close. In the second inverter (Q3 and Q4)
we have a capacitor in the line, so to accumulate Vdd.

The heart is represented by the cyan load on the right. We are representing the various voltage drops
across the heart when we have different configuration af A and B by the microprocessor.

CASE 1: A=0, B=0

Initial situation. Output of the inverter is 1, so the upper tip is charged to Vdd. On the other side we
have an and, so if A=0, the output is 1, so we have a zero outside the inverter. So the other node on
the right hand of the capacitor is 0. So then we wait till the end of the RC transient (load and capacitor)
and then the C is charged to Vdd and we will have no more drop on the load. Moreover, the capacitor
has been precharged to Vdd.

CASE 2: A=1, B=0

Depending on the combination of A and B we can stimulate with -Vdd or —2Vdd, depending on where
we are in the life of the battery (the closer to death, provide -2Vdd).

In the first situation B remains 0, we move A to 1. If A goes to 1, the output of the inverter is 0 so on
the top side of the tip we move from Vdd to zero. The bottom part remains the same since the inverter
2(Q3 + Q4) doesn’t change. So overall on the load we have applied -Vdd, and it is a bipolar application
of the voltage.

CASE 3: A=1, B=1
To apply —2Vdd. We move A to 1, so that the top tip changes from Vdd to 0, but now also the bottom
tip is changing, since outside the NAND we have a zero. So the output of the inverter is 1 and we are
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boosting the bottom plate of the capacitor from 0 to Vdd. The capacitor cannot change its charge
instantaneously, so the upper plate shifts to +2Vdd - overall voltage difference on the load of -2Vdd.

CHARGE PUMPS - DICKINSON CHARGE PUMP

i ——

0e>Vpp f -

1
1

Chain of diodes and capacitors, with bottom plates of capacitors connected to two

bus lines (in common every two stages), alternately switching between 0 and V.
We can design a circuit to multiply the power supply of a voltage by a number N.
One of the most popular is the Dickson charge pump, composed by a chain of diode and capacitors.
The first diode is connected to Vdd, the last one to the load where we want to have a multiplication
of the voltage.
The capacitors are alternatively connected to the same bus, depending on being even or odd. On the
two busses we switch continuously the voltage from 0 to Vdd. Thanks to this at the end after several
switches we will accumulate on the last capacitor a voltage equal to N*Vdd. We analyze first two
phases, in which the voltages on the bus are alternated.

VD(”O.7V) VDD'VD Phase I:
e
Voo D & ______ » We suppose capacitors initially
discharged (Q=0).
@ @ + Diode 1 is ON, because AV¢=0
—_ and the capacitor is charged
T through the diode.
vV 0 . -== « Diode 2 is OFF because AV,=0
oD and bottom plate is at Vy,
Phase II:

ZV[JD'VD ZVDD'ZVD
¢ C1 remains charged to Vpp-Vp,

\
Voo (\[’ / ______ so when the bottom plate
@ raises to Vyp, the top plate
@ raises to 2Vpp-Vp.

—_ + Diode 2 is ON, because AV,=0
T and the capacitor is charged
Voo . - through the diode, with the top
0 plate raised to 2Vy,-2V,,.

PHASE 1

We have the first capacitor connected to 0 and the second to Vdd. Suppose that there is no previous
voltage drop on the C, they are discharged at the beginning. If we assume that the down node of C1
is at zero, C1 is discharged and the up node is at Vdd, the only possibility is that the diode 1 gets on.
If it turns on, we have a voltage drop of 0.7V across it (called Vp), and with a diode on the voltage on
the top plate of the capacitor 1 is Vdd-Vp; so the capacitor at the beginning was discharged but thanks
to the diode turning on the node has been charged to Vdd - Vp.

About the stage 2, if we assume the C2 is discharged at the beginning, if we don’t have initial drop on
the capacitor, also the upper node is at Vdd of C2, so the diode 2 is off (in between Vdd-Vp and Vdd),
because the downstream voltage is higher than the upstream.

So at the end the diode of stage 1 is on, the one of stage 2 is off.
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PHASE 2

The bottom plate of the first capacitor is moved up from 0 to Vdd. As usual, the charge on the C1 has
not been removed, and so again as in previous circuits, we have a rigid translation of the voltages on
the C1 - top voltage moves to 2Vdd — Vp. The first diode has however the input still to Vdd - it
switches off. Concerning the second stage, we have that the C2 has the bottom plate down to 0; the
C2 was initially discharged, so the top plate was at 0. But due to the very large difference across the
diode 2, it turns on and if so, we have a drop Vp, so the upper node of C2 has a voltage. We have
accumulated a voltage on C2 but with a penalization, that is 2*Vp.

v, VopVp 3Vpp2Vp 3Vpp-3Vp  Pay also attention to a general
) A .

/ [ Yo [/ evehavelemed:
Vo

« Diode OFF;

/
Vy & Vy+2Vp5Vp

+ Now, as C2 was charged to 2Vpy-2Vp,, when the bottom plate
of C2 is raised to Vp, to top plate is raised to 3Vpp-2Vp.

+ Diode 3 is ON, because AV,=0, and the capacitor is charged
through the diode.

+ The top electrode of C3 is raised to 3V,-3V,,.

Now we go back to phase 1, but the upper node 2, if the bottom line goes up again to Vdd, the top
node 2 will be the previous voltage plus another Vdd.

In the figure below we have again phase 1 but due to the charge accumulated on the capacitor, the
node is at 3Vdd-2Vp. If I consider a 3™ stage, the C3 has the bottom plate at zero and the upper at
3Vdd-3Vp.

Thanks to this multiple switching, stage after stage we are multiplying the battery voltage, and it is the
goal of the charge pump. The more stage we add, the more we accumulate on a node the power supply
voltage (but with a penalty, Vp).

In conclusion, if now I extend everything adding N stages, at the output at stage N I will have N*Vdd
— N*Vp. So we have multiplied N time the battery voltage.

Besides learning how the network works, we can generalize a rule: when the diode is on, wherever it
is, if we have an Vx voltage on the left, we have an Vx — Vp on the right. When the diode is off, if we
have a voltage Vy on the left, the one on the right is Vy + 2Vdd — Vp. The twice Vdd is the important

thing to be remembered. After several switching phases:

N-Voo-NVy
Remarks Voo R {>___}~
At the beginning, all the C are discharged, l ) @ @L - @l
so at the beginning, for instance then the 3 T T T T I
diode turns on, who supplies the charge to 0eVep § ---- =

charge the C3? The previous capacitor

(CZ). Who is restoring the Charge on C2? » Following the same charging mechanism for all the capacitors, at the end of the

The C1 in phase 2. The C1 is the restored chain, the Ny, capacitor is charged to N-V5-N-Vp. A multiplication of the power
L. supply by N has been reached (but reduced by N-times the diode ON-voltage).

by the initial power Supply. Hence I need . atthe beginning, as all capacitors are discharged (Q=0), several clock cycles are

1 lock 1 t h th needed to charge the capacitors along the chain to achieve the multiplied
severa cloc cycles O Ccharge € voltage, as the charge transferred to the following capacitor is taken from the

capacitors up to the end. Moreover, if 1 previous one..
p p ’ e The charge drawn by the load, connected to the last capacitor, is restored again

have a load profiting of this voltage N*Vdd through the chain of the capacitors.

56



— N*Vp, the last capacitor is losing charges. But who restore them? The previous chain. So the last
voltage is not going to stay forever at this value if it is not continuously richarged by the previous
capacitor and so on.

Use of MOSFETsS instead of diodes

P T.7 1
The Transdiode:
N « The pn diodes can be substituted in CMOS technology by
! ¢ transdiode placed in the same position.
* The ON voltage drop of the diode (~0.7V) is substituted
v with the Vs associated to the ON operation of the
MOSFET, which is close to the threshold voltage V.
Vs ~ VT\

b
In CMOS circuitry it is more convenient to use the MOSFET version of a diode than the pn junction
itself = transdiode. The transdiode is a transistor with a drain-gate shortcircuit and so we have a bipole
which is very similar to a diode. When the transdiode is on, we have a current flowing and a Vgs
voltage (gate-source) equal to the threshold voltage.

So we have a chain of transdiode and when the transdiode is on, we have a voltage drop associated to
the Vgs that is equal to the threshold voltage. So if I substitute the previous charge pump with
transiode, the reasoning is the same with them in place of the diode, and the diode drop is substituted
by the threshold voltage. At the end of the chain, we have N*Vdd — N*Vth.

Example of voltage distribution across the chain (Phase I):

Vg VooV 3Vpp-2Vy 3Vpp-3Vry

iy VWl Wi I

©)
T T T .T I

Voo . -—=-

+ The charging mechanism is identical to the one using diodes. At the end of
the chain, the Ny, capacitor is charged to N-V-N-Vq,.

+ The ON voltage drop across each active transdiode is ~ equal to the
threshold voltage V.

However, this implementation is not identical to the one of the diode, since we have the problem of
the body effect.

Body effect in mosfet

It is a change in the threshold voltage when the transistor electrodes are not at the same voltage of the
body or the substrate but they have a more positive voltage. Let’s consider a mosfet with the substrate
to 0, source and drain to 0 and we have created an inversion layer by applying a threshold on the gate.
However, if we now bias source and drain to positive voltages, the layer of electrons is also biased to
the same positive voltage, so we have a kind of pn junction because the channel n and the p substrate
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create a pn junction and having raised the voltage of the n component with respect to the p component
is like a diode in reverse biasing.
The Body Effect:

v > Vry oV >0V > Vpy >0V

P P
substrate ' substrate

‘H |H

ov ov

When Vg>Vg, the depletion width of the pn junction increases. That makes it more
difficult to create a channel with the same Vg, effectively reducing the channel
depth. In order to return to the same channel depth, Vss needs to increase
accordingly.

The Body Effect can be seen as a change in threshold voltage and it is modeled as:

Ve = Vo, +7 (\/ 1‘«%)

14.

P

‘When we have a pn junction we have a depletion layer. But if we apply a more positive voltage on the
n semiconductor with respect to the p one we are extending the depletion layer, the junction is getting
larger, we are depleting more the junction. Depleting means that electrons in the previous n
semiconductor are no more existing, they have left the corresponding volume. So when we are biasing
a pn junction or we are applying a more positive voltage on the n side of a semiconductor with respect
to the p side, the electrons are escaping, they are moving away.

So if we look at the mosfet on the right, when we provide a positive voltage on the source and on the
drain, so we are increasing the voltage difference between the n layer of the channel to the p one, we
are depleting the layer, we are loosing electrons. How can we restore the same amount of electrons?
We have to increase the voltage on the gate.

So the body effect is an increase of the threshold voltage Vth given by the formula when we change
the voltage of the source with respect to the substrate. Because if we change this voltage we have to
apply an extra voltage on the gate to restore the same amount of electrons. Hence when we increase
the voltage on the source and on the drain we have also to increase the gate voltage to provide the
same degree of inversion

This is important for us because the result of the body effect is that for each transistor in the chain we
cannot trust on the same Vth, since they are biased at increasing voltages. The different transistors
have the source and drain at increasing voltage = also Vth increases.

So N is not multiplying the same threshold voltage, but the output voltage is given by a sum of
differences.
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The goal is that if moving on in the chain Vth increases too much, the incremental difference Vdd -
Vth becomes negligible, we are spending stages adding zero to the final sum.

3VD D'BVTH

Y @
TT T T

VDD -T=-

» As the source voltages increase along the chain, the MOSFET threshold
voltage V, increases by the Body Effect and the ON drop increases,
reducing the benefit of the multiplication through N stages:

Vour= (Voo Vin)+ Voo Vi) HVop-Vaus)-- = ) (VDD'VTHi)

+ Adding several stages, the terms (Vpy-Vyy;) added in the sum are less and
less useful when Vy,;; increases along the chain.

How to solve the problem? We eliminate the problem drastically.

We place switches (to be driven in some way) across the transdiodes to be driven in a way that if the
transdiode is on the switch is close (shortcircuit, no more voltage drop), when the transdiode must be
off, the corresponding switch is off. So we eliminate the problem of threshold voltage, but we need to
drive accordingly the switches.

S0 N o T R
ON OFF ON OFF l
T T.T 1

0Vpp r ® — -

¢ The switches must be driven suitably so that they are closed (ON) when the
corresponding transdiode is ON and open (OFF) when the corresponding
transdiode is OFF.

» The switches can be implemented by MOSFETs.

Driving of the switches

We implement switches with nMOSFET. I'm focusing on the switch of the n stage, only this switch
is shown in the figure. The driver is an inverter (at the center). Its output is the gate of the switch we
have to close and open. The input is the node n+1, the top voltage is the one of the stage n+2 and the
bottom voltage is the one of the stage n.

ON state

I have to close the switch when the corresponding diode is on. I have a given voltage Va somewhere
in the chain; when the transdiode is in ON stage, the bottom of the C of the stage is at Vdd. The
voltage on the right is Va, if the transdiode is ON. It should be Va — Vth, but let’s forget Vth, since we
are assuming the switch is a shortcircuit.
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The next transdiode is OFF. So the voltage at the node n+2 is the previous voltage Va + 2*Vdd, rule
of the diode seen above.

The top voltage of the inverter is Va+2*Vdd, the input is Va, so the pMOS is on (shortcircuit), the
nMOS is off. So the output voltage is the top voltage, so Va+2*Vdd.

As for the situation on the switch (right image), it has Va on left and right, and the gate has Va+2*Vdd
-> the switch is closed since the gate voltage is much larger than the source and drain voltage.

So I have demonstrated the switch is closed. But what is the benefit of having a diode now if we use a
switch to carry the current? (Transdiodes are necessary to keep preexisting charges)

Va | on] Ve %L Va2V
T ON T Switch status: ON
n =T n+l n+2

v

T ] |T T

Vop Vy+2Vp,

—

A situation with the first stage ON is

v, displayed with the corresponding voltages
] (see Phase I in the previous slides).

Vi +2Vpp OFF » For simplicity, the voltages are considered
already without drop on the switch (0V).
According to the reported voltages, the
inverter closes the switch (ON).

I

>
.

OFF state

‘When the transdiode has to be off, also the switch has to be off. Now I have a voltage Vb and the other
plate of the capacitor is at 0. The relationship is that Vb = Va — Vdd. By the rule, if the transdiode is
off, on the right I have Vb + 2*Vdd.

By analyzing the inverter, it as the pMOS off and the nMOS on. So the output voltage of the inverter
is Vb. Regarding the situation of the switch, the gate voltage is Vb; it cannot be on since the Vgate is
smaller than the voltage on the drain and on the source. So when the transdiode is off, also the
corresponding switch is driven to be off.

Vg+2Vpp 1 Vg+2Vpp
Ve 1Ll
B §,A ' — Switch status: OFF
L[Sl || s
T T VB _l_l_ VB+2VDD
0 VEI 0 BE
Ve
N
— Vet+2Vpp
OFF + A situation with the first stage OFF is
displayed with the corresponding voltages
v A \ (see Phase II in the previous slides).
B ON Vo2V « For simplicity, the voltages are considered
prooe already without drop on the switch (QV).
Ve * According to the reported voltages, the
inverter opens the switch (OFF).
(Vo= Va-Vop)
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BASIC COMPONENTS OF THE ANALOG SECTION OF THE
PACEMAKER

Blanking
* Gain control
) . >
- Variable gain | Window +sense
amplifier and comparator
bandpass filter ™
+ —sense
Blanking
. circuits volage
reference
A

»| Telemetry
amplifier

" To telemetry circuits

Pacing/sensing
lead(s)

In the diagram we see the main blocks of the sensing circuitry. The same electrodes (bottom left) are
used for pacing and sensing. Now the electrodes are connected to a band pass filter (we need to record
an process the signal from a fraction of Hz up to few hundreds of Hz). Once filtered and amplified, a
comparator must be useful to use a comparator, which simply is used to provide trigger signal, for
instance for the microcomputer, to highlight a pulse as occurred, so for example to inhibit pacemaker’s
pulsing or to trigger a pulse to be given to the ventricle.

Blanking circuits means that while we are pacing the electrodes, we have to disconnect (or blank) the
amplifiers. They are circuit make to disconnect the amplifier from the electrode when we are supplying
a pulse. The telemetry amplifier is specifically devoted to record waveforms ad to send them externally
thanks to the telemetry.

The following are two examples of waveforms provided by the amplifiers. On the left we have an
intracardial ventricular pulse. We have a very fast pulse when we have the depolarization, and when
we have the repolarization we have a smoother pulse. On the right, we have an intracardiac atrial
pulse; we still have a bipolar quick pulse which is the indication that in the atrium there has been a
pulse. What is interesting is that in the waveform recording the atrial pulse we see an artifact that
corresponds to the ventricular depolarization. So the spike the tip is connected to the atrium to record
the atrium pulse, due to the distributed electrical activity, the tip is able to sense an artifact when the
ventricle is depolarizing.

Unipolar Bipolar
8 3
T
1
> J jatv: -In Ve > 1 r
R e LA
g . \/f 3 § . ~/
¥ 1
2
] NS
4 /
R
5 2
0 200 Timagums 600 800 o 200 . '...:).Uns o a0
ECG intracardiac ventricular ECG intracardiac atrial
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This explains why we need to introduce a gating. When we recorded an atrial pulse, before suppling
a consequent pulse we need to be gated by 500ms. This because when we supply the ventricle
depolarization, if this is peaken up, it can be considered as a stimulation pulse, which is not true. The
message is to be aware of possible artifact, in the wave we can have the signal we are looking for plus
other artifacts due to the other tissues.

In this plot we see the frequency spectrum and in particular, if we associate the frequency spectrum to
the reference ECG signal recorded externally, the fast R spike provides the components at higher
frequencies, while the T wave provides components at low frequencies.

L T wave
| for reference:
. 2 external ECG signal
£
g
3 R
E R wave s
< . |segmerﬂ |
1 \ ‘/ [0.11-0.16 5
|
JAS

|
| | |
\ } PR iQSl S-Tinterval }
interval
‘U 18-0.2 ! l }
0 } 1 O-Tinterval |
0 20 40 60 80 100 ! ! 028-043s |
Freq.,Hz
Example of a circuit (not to be learned)
An histc_)rical example: B g RB ]+
A ventricular sense amplifier  gg R7 1Mz =
1 M2 I'
R1 R2  2N4338 =
300 k2 300k: Q1
VY, S —
—/\/— — 2N4250
vi c1
001pF L | o001pF 50 k2
4—_|__

Notch a=-VRC,
v, _ T(f) « —gu(1+ Py ML+ 73 )R (5 — 2,) P :7[‘1-&11}22*%:)]
4 (Rﬁ +R; +h‘(:)(vi(s,pl)(s,p:) "Rﬁ&*hw‘&(l*h;;n
I T REA R G

It is composed by a notch filter that cuts a precise frequency, the 50Hz. At low frequency the C of the
notch filter are open and the signal passes through the resistors at the top, while at high frequency the
C2 shunts the node and the C1 and C3 are shortcircuit - we have a single zero in the transfer function.
Then we have a transistor amplifier that inverts and amplify the signal and then we have a
discriminator, a common source stage that acts as a discriminator that provides a pulse..

Overall this is a band pass amplifier plus a discriminator.
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SWITCHED CAPACITORS AMPLIFIERS
b2 c b2

y v hypotheses:
( —_— D_T_{ %T_o/ o— o
b1 \D o 61 1) clocks never
EE overlapped in the high
value

(switches never closed

¢1_/_\_/_\_/—\_/—\_/—\_/—\_ contemporary)
¢)2_\_/_\_/_\_/_\_/_\_/_\_/_ 2) Vi and Vo change

slowly with respect to
the clock

Fi-Ve) N =Vo) 1 ex c=2pF f=10KHz

R = =
eff T fO(, V) fC = Reft=50M0

We have to face a basic problem if we need to design a filter, which is the size of the component. For
instance, we can design an active band pass filter. The following is a prototype of a low pass filter.

L

15. —r SR b

e | - &

155, : ﬂ
Vu b - vi Ra h’*l T
£a 1-_- v E — ;\_l } :?
72 vy

: et ¥

The problem is that for example want the fcut of ca. 1kHz. This means that tau ~ 1ms. However, in
CMOS technology the largest capacitor we may implement is in the order of 10pF. Hence the resulting
resistance must be in the order of 100MOhm -> ultra large resistors. However, also these are very large
in CMOS technology. Hence in CMOS technology, in particular for amplifiers for pacemaker where
the fcut is very small, we have to implement very large resistor.

This brings us to the switched capacitors technique; it is a technique able to implement an equivalent
resistor of very large value using much smaller devices.

In the corresponding network we have the voltage we want to apply across the resistor (Vin — Vout),
a capacitor C and a set of switches that cannot be closed simultaneously. Suppose phi 2 is closed. We
accumulate a charge in C equal to C*Voltage difference. Then we open phi2 and close phil, the charge
is lost. Then we open phil, we close phi 2 and we charge again the capacitor to the same amount as
before. If I do it many times, I can imagine to have an average current ‘I’ flowing into my equivalent
bipole (everything in between Vi and Vo), an equivalent resistor, that is given by the charge divided
by the period used for charge and discharge. Or equivalently, the current is given by the charge
multiplied by the frequency of the clock.

I continue to charge and discharge the capacitor so to have an average (not istantaneous) a current.

Equivalent ohm law

But if T have drawn an average current, what is the equivalent ohm law of the bipole? It is given by the
ratio of the voltage across my load (Vi-Vo) divided my average current; the voltage difference cancels
and in conclusion the equivalent ohm law, the effective resistor given by this mechanism is 1/f*C. So
if I put in the formula a small capacitor and a totally reasonable frequency of 1kHz, I create an
equivalent resistor of 100MOhm that can be used in the filter shown before.
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If I look at the formula 1/f*C, I will be tempted to use small capacitor, since the smaller the capacitor,
the larger the resistance. This is correct, but we don’t have to exaggerate since the smaller, the more
the network is affected by parasitic capacitor of the switches. In real switches made with mosfet,
indeed, the parasitic capacitors play a role together with the C.

Regarding the frequency, may I use a smaller frequency? I cannot exceed a minimum value since the
fclock must be larger than the frequency of variation of the voltage I'm sampling, hence the voltage
difference. If the voltage is constant is not problematic, but if the voltage across the C changes in time,
I need to be fast in clocking because my assumption of having an average current is true as long as the
voltage difference is constant in a few clock cycle. If it changes every clock cycle, we cannot say that
the current is on average constant.

This is better explained by the Nyquist theorem. This clocking system is nothing more than a sampling
system; I'm sampling a voltage over a capacitor, so my reproducibility is good as long as the clock
frequency satisfies the Nyquist theorem, that is: the clocking frequency must be twice the maximum
frequency of the voltage in my system. So it is important that the clocking must be faster than the
frequency of the signal.

This is the reason why at the denominator we cannot put a frequency going to zero. If too small, soon
or later we will violate the Nyquist theorem.

EXAMPLE - IDEAL INTEGRATOR

b1 b2 Cf .
PR AVi = V1-V2

oL 1 I = AVixfxCi
= /0 . .
b1 b2 = =

‘ Vo =1 x 1/joC
NT-T— | ! |—nT = AVixfxCi/joC;

S
$2 / \L OFF):/ ON

To G 1
AV; Gy joT

The network at the input is a resistor, used to convert the input voltage (that in this case can be
differential) into a current I that is sent to the feedback capacity. So when I close phi 1 I store the
voltage across the capacitor, when I open it and close phi 2 the capacitor is discharged via two grounds,
because phi2 below has the bottom plate to a real ground, phi 2 on the top has the plate connected to
a virtual ground. So when I close phi 2 the charge moves to the virtual ground and it is transferred to
the feedback capacitor. So the capacitor Ci together with the switches creates an effective resistor given
by the previous formula. The output voltage is shown in the formula.

REAL INTEGRATOR

I want to implement the (15) integrator, with the feedback resistor. Hence I imagine to have a switched
capacitor implementation for the two resistors R1 and R2 of the filter.

Which is the role of the resistor R2? Its physical role is to discharge the capacitor C. if we have a step
at the output, so if we have collected some charge on the C, the resistor R2 will discharge the capacitor,
it will provide an RC discharge of the capacitor. In fact, if the output voltage steps up, the resistor will
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create a current and the current will go to discharge the capacitor. So we have a circulation of the
current that is responsible for the exponential decay of the response with a corresponding RC time
constant. This is happening also in this circuit, where the capacitor Cx with the switches phil and phi2

H:/o—i—o/w
AN ¢1: Cx is charged to Vo(t)
$1 b2 Ix I ¢2: Cx is discharged on the
V2 o R S— virtual ground and the lost
cr charge goes to discharge

Ci T Cf
——» o
v -ﬂ%@ s Qx = Vo(t)xCx

Ix = fxQx = fxVo(t)xCx

Ix = Vo(t)/Rf
T = Rf = 1/(fxCx)
Rf Cx
Vo _ 1+joCfRf _ 1+jeCfT/Cx _ Ci 1 Gy, = Ci/Cx
Vi Ri T/Ci Cx 1+joCf T/Cx | oy = C/(CFT)

implements the resistor I have in parallel in (15). The Cx is charged when phil is closed. Let’s suppose
we have accumulated a charge on Cf. The voltage is sampled on Cx by closing phil; when we open
phil, we close phi2 and the charge accumulated on Cx is flowing into the capacitor Cf. The charge
accumulated on Cx flows in the direction given by the arrow, but if so, we are reducing the charge and
the voltage. Hence we also continue to discharge Cf. When the current flows in the feedback network,
it is not flowing in the input network. The current, if we close phi2, doesn’t flow there since the
capacitor Ci is grounded in this case. So the current cannot flow in a capacitor grounded on both sides.

16. R . N

—{\ - \/o —_
- i .

When I have a positive step at the output, the voltage is programmed on the capacitor Cx (node x).
when then the phl is opened and phi2 closed, charge Qx accumulated on Cx is going to discharge by
one step Cf. Then the new Vout is programmed again on the node x of Cx and then a new charge will
be discharged on Cf. I have like a staircase.

By charging and discharging Cx I have a continuous removal of charge from the Cf capacitor. Hence
more or less we are implementing the same resistor.

The formal equations are the one in the image. The capacitor Cx with the switches is equivalent to a
resistor Rf. We can now build our real integrator whose gain is the ratio between the impedance on
the feedback and the impedance at the input. In the end we have the final formula of a low pass filter.
The DC gain is given by the ratio of the two capacitors. Both DC gain and the cutoff frequency depend
on the ratio of the capacitors, which is nice, since in CMOS technology you cannot trust the absolute
value of the capacitor because it changes with the technology but you can trust the ratio.

The other good news is that we can tune the frequency of the amplifier using the clock frequency. If
we change the fclock we can modify the cutoff frequency.
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Filter response

It is not a Bode plot. We select some values. Note that if we compare the switched capacitor filter with
the classical representation, the two filters are equivalent only at low frequency. At HF, the switched
capacitor filter is different. This because at HF the filter is no more satisfying the Nyquist theorem.
For instance, if we have 2kHz of the signal, we should use a fclock at 4kHz at least. So if we use a
fclock of 2kHz we are not satisfying the theorem. So the switched capacitor technique is a good
implementation for filter but only in the region where Nyquist theorem applies.

30
Gai anse of lossy intggrat
aln response of lossy integrator CX _ lpF
* switched-capacitor Cf - 8pf
Ci = 10pF
f = 2kHz
g 10 \ \
3, Gpe = 10
fr = 40Hz
continuous-time
o ¥ Freq. resp. of SC filter
T | -~ freq. resp. of analog filter
20 up to 300Hz

0 1000 2000 3000
Frequency, Hz

Notes:

1) characteristics of the SC filter depend on C ratio and not of C abs. values
2) low f; obtained with small capacitances (integrated!); f; adjustable with f
3) digital system: attention to aliasing (filter input), clock feedthrough, ..

This is the example of a transfer function, a semi Bode plot. We have the range of frequencies for
biosignals, up to 1kHz. We see in case with the value on the right (order of magnitude for the capacitor
is maximum 10pF, still reasonable in CMOS implementation, and fclock is 2kHz). The clock
frequency should be at least twice the f signal, so f signal should be of 1kHz. The two implementation
indeed are good up to 1kHz, but then the switched capacitor deviates > the interest is in the low
frequency range.

Example — a low pass filter of 2™ order

b2 1
R1 02 P1
-o/oIo”o-
c1yg
Vb
I L
cr e $2[ _co
c6 T I T Tee Vo
AN
S o Vb

Gain adjust switches

(a) Differential-input amplfier and low—pass filter

It is given by a cascade of 2 low pass filter of 1* order. We recognize a real integrator, then a network
to transfer the charge and then a second filter with a second pole. So the overall t.f. is a low pass filter
with a roll off of — 40db/dec.
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The connecting network is easy. Let’s imagine that all the switches are close in the middle, they are
only for gain adjust, they are static switches, they don’t participate to clocking, only phil and phi2
participate to clocking. If we close phil and phi 2 is open, the voltage accumulated on the first
integrator is sampled on the capacitor in the middle, on which we accumulate charge given by
Voutl*C. Then we open phil and close phi2 and the charge accumulated on the capacitor flows
through the virtual ground and then in the second integrator. So we have a temporary accumulation
on the capacitors.

The switches in the middle on the capacitors have the role to put one or more C in parallel. It means
that for the same output voltage, the total charge accumulated in the battery of the capacitor increases,
the more are in parallel, the larger the value of the integrated charge, still given by the voltage
multiplied by the capacitance. Depending on the number of closed switches we increase the
accumulated charge, we increase the equivalent capacitor.

Inputs

Let’s imagine the inputs are the arrows and that they are the tips connected to heart. It is a differential
amplifier. But the tips are not directly connected to the input, but we have two additional passive low

pass filter. We have them to filter noise and prevent folding.
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If the one above is the frequency spectrum of a signal, sampling means that we basically multiply the
spectrum and we create replicas of the spectrum over the delta in the frequency position placed on the
clock frequency multiple. Then if we do a low pass filtering we restore the spectrum at the starting
bandwidth.

In fact, if we have unfortunately noise and it is extended over a wide bandwidth, this means we are
replicating also the noise when sampling. Hence we have the so called folding, a huge superposition
of the noise spectra. This is the reason why in sampling system we first limit by some way the noise,
we make a preliminary and rough low pass filtering. If we do it before sampling, the spectrum of the
signal is not affected and we limit the bandwidth of the noise, so avoiding the folding.

This is why we have the low pass passive filters at the input, it has the role of anti-aliasing filters.

The use of the switches introduces parasitics. For instance, when we have the capacitor as in the
figure (Cx), Cx have a parasitic capacitor in parallel, the smaller Cx (to implement a high Reff =
1/f*Cx), the higher the parasitic capacitor Cp = Reff = 1/f*(Cx+Cp). So we have to be careful since

the parameter of interest of the circuit may depend also on the parasitic capacitor.

This is not true for the other implementation of the effective resistor (18b).
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Usually the parasitic capacitors are between one plate and ground. Then we have also a parasitic
capacitor in between the ground plate and ground (Cy), but since the plate is already grounded, it
doesn’t play any role.

In 18b, the capacitors Cp doesn’t play any role because when we close phil we apply the voltage across
C, so the charge is given by delta V*C. The only capacitor that plays a role is C, because what matters
is the voltage across the C. in 18 was critical because delta V was applied both to Cx and Cp, here only
C applies. Then when we close phi 2 the charge is discharged to ground, and the parasitic capacitor
doesn’t play any role - parasitic capacitors play a role depending on the configuration of the effective
resistor.

Example — high pass filter

C13

(b) Adjustable—gain high—pass filter
High pass filter of the first order, the derivator.
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In terms of switched capacitor, the one we have to implement is on the feedback resistor, since at the
input we have no more a resistor but a capacitor.
So we have the feedback network as in the real integrator. Also the input capacitor is switchable for
gain adjustment. If we close the switch at the input we have a larger input capacitor, is it changes the
gain of the system.

COMPARATOR
A comparator is a circuit which provides to the central unit of the pacemaker a digital signal
corresponding to the arrival of a signal. For instance, if we are recording and atrial pulse, we would
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like, thanks to the comparator, to provide a timing information that we can use in the synchronous
pacemaker to stimulate the ventricle.

It is quite convenient to make a comparison with two thresholds, one positive and the one negative.
We do so because we explore the bipolar nature of the signal. Typically, both ventricular and atrial
signals show indeed a bipolar shape. So we pretend the trigger is generated only if the signal overcome
a positive and a negative threshold.

Having a true comparation only if the signal exceeds a positive and a negative threshold makes the
detection more robust against noise. Noise can of course trigger occasionally by crossing the threshold,

but it is rare that the noise may simultaneously fire the positive threshold and the negative one, only
the signal does so. So the double comparator is a solution useful and robust against noise.

The other starting information is that also for this comparator we use a kind of switched capacitors
topology. It is a comparator based on the redistribution of charge over two capacitors and the
redistribution is determined thanks to the switches that connect the plates of the capacitor to the
reference voltage Vref, Vdd, ground and the signal we want to discriminate. Thanks to the alternate
activations of the switches we change the distribution of charge, the voltage in the middle point and
then we have an opamp that when S5 is closed it is a buffer configuration, but if we open S5 we have
an open loop opamp that senses the input and supplies a positive or negative voltage depending if the
input voltage is above or below zero (if input<0, output positive).

S1
Vdd — c2 S5 F1
o0 (B .
V ref o?o/ /Va Q
o S3 CL’E ——= _ Detect
o< o HE
s4 C1 p | F2
D oF—™+ Detect
= al
= CLK
Switch and clock signal state table ’7 Clk A
0 7 2 3 -
1 2 2 1 ClkB
4 3 4 3
5 Clk B 5 Clk A

The information is recorded in the two flipflops and when we want to check if we have detected a
pulse below the negative threshold Qnegato (Q inverted) should be high, conversely if we check if we
have crossed the positive threshold the info will be stored in the logical value Q.

So the circuit is composed by a slot of switches and capacitors which depending on the value of Vs
store on the (-) node a value either positive or negative and then the info is provided by the flipflop if
the signal is above the negative or positive threshold.

We use this complicate structure because it is based just on dynamic charge transfer of the capacitor,

there is no static current flowing anywhere (except for the one in the internal stages of opamp, but it
is kept very small).

69



If on the contrary we take a Schmidt trigger, we have a loop closed on the positive input and we
compare the voltage of my signal with the node at +. In this case the output can be Vdd or -Vdd, and
we have a static current flowing in the feedback network.
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The other comparator is more complicated but not characterized by any static current = good if our
goal is to save power for a lot of time.

Analysis

The switches are close according to the phases of the circuit. At phase 0 we have S1 closed, S4 closed
(S2 and S3 open) and S5 closed. If S5 is closed, the opamp is a buffer and the node (-) will be at 0OV
(virtual ground).

If we take the resulting network made by Vdd, C1, C2 and Vs, the simplified representation is the
following (phase 0):

phase 0 phase 1
Via Mj:ne _
Com g, =Tl o= a'= (e TG (A=, —7.)C, TG,

Aq‘ ) . !
& —|— q,=-V.C, & I q,'=V.C, Ag =V C +V.C,
M‘
V.

("_‘ (J ;'et' — 'dd) _ (" I"
T(C+C) (G0

after phase0and 1 |V, =

- i N C,(Vy =V,
/QFFLhighif: 7 >0 V. < —'(‘1;_7_”1:) negative threshold

1

The top plate of C2 is at Vdd, the top plate of C1 is at 0V. We can now compute the charge stored in
the capacitors (voltage difference*capacitance); for C1 it is 0 - Vs. This is the situation at the end of
phase 0. The output of the opamp at phase 0 is 0V. Hence the role of the opamp is to set the node to
a virtual ground.

In phase 1, all the previous switches are released, including S5, so the node (-) is able to float, the loop
has been open = open loop comparator.

Now the voltages applied on the capacitors at the end of phase 1 are like in the picture. Especially, the
middle point, the common plate has been released, no more fixed to ground but it is floating > we
called this voltage (unknown to us) Va.
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This transformation of the series of capacitor affects also the charge, I'm expecting that new values of
charge over the capacitors have been generated. The new charges are g2’ and q1’, due to the changes
of voltages across the capacitors. Again, the two charges can be computed as voltage*capacitance.

So I compute the new charges, and now I calculate the charge variation starting from the top capacitor
C2. 1 can imagine a delta q charge has been charged over the capacitor, and it is given by the difference
between charges. The same reasoning for C1.

Now I make a strong assumption: it is true that the charges over the two capacitors have changed, but
is there any relationship between this changes across the two capacitors? Yes, since if the node (-) has
been released (no more connected to ground), any electron leaving the bottom capacitor can only flow
in the upper capacitor. There is no an alternative way; this is the reason why delta q is assumed to be
equal everywhere, because there is no charge that can leave the C1 and not go in the C2.

This assumption that delta g on the top is equal to the one on the bottom allows me to make an
equation between the two relationships. Hence I can compute Va. In the expression I have the values
of the capacitors, the difference between reference voltage and Vdd (by changing Vref we change the
threshold) and the signal.

‘When Va is larger than 0?

Using the equation, it is when Vs is lower than a certain negative quantity given by the formula
(because Vdd>Vref). So since the right part of the inequation is negative, we have a negative threshold.
The output of the opamp will be zero and so Qnegato = 1. I have detected the signal being lower than
a negative threshold. Hence if Vs is negative and below a given threshold, Va is larger than 1 but the
output of the amplifier will be at the logical level 0 and Qnegato = 1.

NB: when we release the node (-), we have the two capacitors C1 and C2 in series and so they are
equivalent to a single capacitor. It is a different situation then when one plate of the capacitor is able
to float, because in that case we don’t change the voltage across the capacitor, we simply shift the
voltage on the plates (a). But here by changing the voltage across the capacitors we are changing the
charge (b).
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IMPORTANT: the changes of the switches from 0 to 1 seems simultaneous, but it is not so. It is
important the switch S5 is released before the changes of the other switches. Indeed, if we still have
the node (-) grounded while the other are changing, it is no more true the hypothesis that delta q is
equal everywhere, because if for one nanosecond the node is still grounded, we have by the Kirchhoff
law, some charge that can take the direction of the ground (virtual ground, indeed). So it is of
paramount importance that slightly before changing the voltage across the C we release the node (-).

The result is that after phase 0 and 1 we have eventually tested the negative threshold. If by monitoring
the pin Qnegato after phase 1, if it is 1, we now the signal is below the threshold.
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In phase 2 and 3 we do the same, but we monitor the logical output Q.

phase 2 phase 3
1 iy
C 4, =VsC G 0,'=Wy—V)C,  |Aq=(Fy-V)C, -V G,

2 2 "ref 2 o
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after phase 2and 3 |V, =C, Vaa —Viet) el I
S (G0 (C,+C,)
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QFF2 high Ir Vi<0 V> % positive threshold
1

Phase 2 is not like phase 0, the voltages are different, the only thing in common is the grounded voltage
in the middle. The same reasoning for phase 3.

We compute a new formula for Va. Now the question is: when Va is negative? If it is negative, the
output of the opamp is 1, D is 1 and Q is 1. This is true when Vs is larger than a positive threshold. If
so the comparator will exhibit Q = 1.

NB: both positive and negative threshold can be changed with Vref. Its role is to narrow or enlarge the
threshold window, depending on the noise level. This can be done since Vref is inside both the
formulas for the thresholds.

The two flipflops are investigated separately, with two different clock sources, for this reason we have

two of them and not only one. We have to investigate the flipflop only when we apply the
corresponding sequence of switches corresponding to a certain question.
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TELEMETRY FOR EXTERNAL PROGRAMMING

Programmer : Pacemaker
|
| Debouncer Lt
Control l CO!’(I’O\
Programmer [*7| anderro @ I v g
microprocessor Driver Amplmer loge
| Encoder Decoder [
l—] Decoder |a— % %J—-L—T:Q* Encoder [
Amplifier TV Driver

Telemetry means that it is true that the pacemaker is placed in the body of the patient and no more
accessible, but we may need to reprogram it, and this is done externally by communicating through a
programmer, and programmer and pacemaker uses a radiofrequency link. This means we have an
oscillator on the programmer (composed by a capacitor in parallel to an inductor) and the
radiofrequency wave is coupled to another resonating LC circuit. So we apply a carrier on the
programmer side and it is detected by the other circuit inside the pacemaker.

The information is a binary information, they are encoded and a driver is supplying the data. The
carrier generates a sinusoidal wave that is not permanently established, we have intervals when it is
on and others when it is off = burst of oscillations. The information about the code we want to deliver,
it is not an amplitude modulation, but a time modulation. This means that if the separation between
two consecutive bursts is of a certain duration, it means we are transmitting a 1 or a 0.

for timing  pulse rate 80 beats/min code errors detector
Start bit | Parameterno.| Parametervalue | Access code Parity
(a)| 1bit 8 bits B bits 8 bits 8 bits
1 10010000 00101100 10010111 10111100
MSB LSB MSB LSB MSE ISBlI _MSB LSB

2.2ms 1.0ms 0.35ms
- — ——
(b) | r ’_| ﬂ ’_‘ -
Start 1 0 0 1

175 kHz carrier

T -

A sequence of 1 and 0 is coded as relative time distances between consecutive pulses. This is encoded
in the encoder, and the driver let the oscillator to transmit this sequence of burst. Then the receiver
has a collecting antenna, collects the carrier, converts the carrier into logical pulses from 0 to 1, the
distance between pulses is identified by a decoder and so the internal unit of the pacemaker is
reprogrammed.

Of course this path for the information can be provided also in the other way, from the pacemaker to
the programmer. The information is converted in a stream of digital data, the digital data are encode,
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the antenna is driven in order to provide the bursts and on the other side the programmer detects the
arrival of the info, they are amplified and decoded.

We have a starting bit. Then we may have a sequence of 8 bits that corresponds to a given parameter,
for instance to the ‘pulse rate’. Then we want to transmit the next 8 bits on how much to change the
pulse rate. Then we may have a code, a key because when the system acknowledges the key it changes
the parameter and then we have a parity detector, to assess I something went wrong in the
transmission.

In reception, we detect the rising edge of the previous bit and so the receiver is opening some
monitoring interval. If the next pulse arrives in the interval set 1ms after the previous one I’'m detecting
a 0, if a pulse arrives in the valid window set after 2.2ms from the previous one I'm getting a valid 1,
erratic pulses everywhere else are discarded.

Rising edge
of previous hit
Invalid Valid zero Invalid Valid one Invalid

interval interval interval interval interval

Invalid *

(@

[

® ] M
1
[

Zero

(©

—
—
I—| — - Invalid =
(d) —p One

(e) |_| |_|__... Invalid

* The whole message is discarded

Of course, the pacemaker is not always in the programming mode, we have to switch it into the
programming mode thanks to a relay, that is closed thanks to a magnet. We have the so-called
debouncing circuit (filtro antirimbalzo): when we have a mechanical switch and we close it, the metal
wire can bounce multiple times, so we don’t have a single strong transition but a bouncing - we use
a low pass filter so that only the steady closure of the switch is recorded.

On the bottom right we see the case of the pacemaker. It is composed mainly by the battery and the
coil and the electrode connection. So the coil for the radiofrequency link is a relevant volume.
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29 Magnetic switch with
de-bouncing circuit
500k
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Circuit board

Coil for RF Gl Battery
transmission

Electrode connection block
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ELECTRONICS FOR ARTIFICIAL VISION

There can be a damage of the photoreceptors in the retina > I implant in the surface of the retain (the
more easily accessible) an array of microelectrodes that can be suitably stimulated. The dimensions of
such electrodes are limited.

The image which is supplied to the electrodes is recorded externally by a camera and then the image
is processed by the camera and transmitted to an internal chip for instance by a radiofrequency link.

Eye anatomy

The image is collected by the pupil and
focused on the bottom surface of the eye
where the retina is placed. The retina converts
the photon image into an electrical signal. As
long as the retina is damaged, we can apply
prosthesis on the retina region. If it is the
optical nerve that is damaged, we have to
bypass the nerve.

Choroid

The retina is composed by different layers of
photoreceptors that are embedded in the Ciliary body

deeper region of the retina and closer to the

surface there are layers of processing cells = light needs to penetrate through the initial layer. The
internal layers are composed by two types of photoreceptor, the cones (that are more involved with
high intensity of light and colour visualization) and the rods that are involved in the intensity light
level.

Once the light is converted into an electrical signal there is a number of different cells which are
processing the signal and veiculating such signals to the optical nerve. This is not just transmission,
but already elaboration.

A prosthesis which could be implanted in the photreceptor area would profit of the intrinsic capability
of the layer to process the signal, but if we implant it directly on the retina we are bypassing the cells
and also the processing of the image.

CLASSIFICATION OF PROSTHESIS

Epiretinal prosthesis

Electrical stimulation on the layer of ganglion cells
- Limits: loss of signal pre-elaboration carried out by the previous cellular layers .
- Need of an external image processing device (DSP).
- Examples of realized prototypes: MIT-Harvard device, MARC project.

Implanted just on the surface of the retina, not touching any of the layers in the depth - the processing
of the image should be already done. Examples: MIT-Harvard device and MARC project.

The prosthesis has a video camera that receives the images (for instance the camera is applied to
glasses), there is an external video processor that processes the images, and the signal is transmitted to
the internal chip, either by a radiofrequency link or by an optical transmission. Once the information
is received, a stimulator generates pulses sent to an array of microelectrodes.
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The external unit includes also a laser that transmits for example the stream of bits with which the
image is encoded and then it transmits through the pupil and there is an internal receiver (shown on
the left) composed by an array of photodetectors, because they have to convert the information sent
by the optical link into electrical signal. Then the stimulator chips provide the stimuli through a flat
cable through an array of electrodes placed in the retain and stimulating the surface of the retina.

CCD camera
signal-pracessing chip
Laser

Window.

Cornea

Photodiode
array

Power and data beam

Electrode
array

Optic nerve Retina

Bonding

G Stimulator
chip

The difference with the MARK system is that the information is transmitted via a radiofrequency link
in the MARK.

Subretinal prosthesis
- The prosthesis substitutes the layer of degenerated photoreceptors.
- The pre-processing role of the following cellular layers is maintained.
- The prosthesis is made out of an internal unit (relative design simplicity).
- A photodiodes array converts the light into electrical pulses which are transmitted to the
healthy cells through gold microelectrodes.

Implanted in the region of the photoreceptors (logical if the pathology affects the photoreceptors). It
is composed by photodiodes that convert the light into electrical pulses.

Cortical prosthesis

- The prosthesis is made by an array of microelectrodes which is placed in contact with the
cortical tissue.

- A portable computer processes the images and correct them for the non-linearity of the retina-
cortex map.

- The external unit is connected to the internal one by a RF system or by a transcranial
interconnection.

- These prostheses offer the advantage to cope with pathologies which affect the optic nerve
(glaucoma).

It is a prosthesis implanted not in the eye but directly in the cortical tissue. In terms of the processing
chain it is a prosthesis much ahead in the chain it bypass also the optical nerves, not only the retina.
It is mandatory if we have a pathology affecting the nerves such as glaucoma. There is the need to
communicate externally, either via transcranial interconnection or by means of a radiofrequency link.
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MULTIPLE UNIT ARTIFICIAL RETINA CHIPSET (MARC)

Videccamera

~,

28 Area of
Photoreceptors
& Destroyed
by Disease

_ Ganglion Cells

:,39‘ D). Photoreceptors
AN

It is an epiretinal implant, composed by an array of electrodes implanted on the surface of the retina
-> they are directly stimulating the surface of the retina bypassing the photoreceptors. The peculiarity
is that the image recorded by a video camera is transmitted into the implanted chip through a
radiofrequency link (we have a receiving antenna in the chip) and this link is transmitting the power
- powerless system, the energy is provided via the link.

The following is the structure.

CLASSE POWER vep
POWER
AMPLIFIER E RECOVERY —HD
| CLOCK
ASK MODULATOR ASK PWM| CLOCK AND
DEMODULATOR = DATA RECOVERY DATA | SYNCHRONIZATION
(DLL} -
f rC
[l * +j \ij
PWM ENCODER
; TIMING GENERATOR CURRENT CONTROL
IMAGE : : -
PROCESSOR Y r * 9
J ELECTRODE FLECTRODRE
STIMULATOR 'R STIMULATOR
VIDEO CAMERA #
N /20
YrYee TYIYY
IMPLANTED STIMULATOR

We have the external components: video camera, image processor, the encoder; the encoder is used
because the digital information of the image is encoded in the PWM coding system, then the info is
amplitude-modulated, then we have the external transmitter and an internal receiver.

Internally (region marked in red) we have a unit recovering the information and the power. The
radiofrequency link allows to record the info but also the power; we have a diode bridge that is
rectifying the carrier and is producing Vdd and ground then supplied to the rest of the electronics. It
is a complete self-standing system, with no internal battery.
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The information is demodulated, the PWM waveform is recovered and then from the PWM waveform
the classical stream of 0 and 1 are decoded and then supplied to some units that extract the amplitude
and time information and provide them to some blocks, the electrodes stimulator, and then the
electrodes stimulator supply the array of electrodes.

In this example we have 100 electrodes (10x10 array). The electrodes are grouped in 20 groups of 5
since the stimulator is not stimulating all the electrodes simultaneously but only 1 electrode in a group
of 5. Of course, this should be done sufficiently fast to provide a regular sensation of motion of the
picture.

The carrier frequency is in the order of MHz.

PWM coding

The idea is not to transmit the data as a regular sequence of 0 and 1 with some amplitude modulation,
but the data, bits, are encoded as duty cycle of a PWM square wave. We have a square wave where
each period the DC encodes the 0 or the 1. A 0 is encoded with DC 50% and 1 with a DC < 50% and
then if a 1 has been encoded with e.g. 40%, the next one with a DC larger than 50%, for example 60%.
So the 1 are encoded as alternating 40 and 60%.

Moreover, the clock is detected by the risetime of the waveform. Indeed, independently form the DC,
the rise time follows the duration of the period. The device must be rise-time sensitive, such as a flipflop
sensitive to the rise.

We are considering the bits of an image already processed.

The goal is to provide a stimulation to a number of pixels. The question is: which is the data to be
provided? The image is in black and white and provided with an intensity of 4 bits range, so 16 gray
levels. So the data to be supplied to each pixel will be a word of 4 bits.

The conclusion is that we have to supply to each pixel these bits, so the data will be composed by a
sequence of 4 bits, serially provided to the matrix. We deal with the sequence of bits and each bit is
encoded with a PWM encoding.
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Once we have encoded the stream of data into a PWM encoding, we have to modulate it. From the
PWM I modulate a carrier; I take a carrier, for instance a IMHz carrier and I modulate the amplitude
according to the PWM encoding. This carrier is then transmitted inside the eye.

The primary coil is the antenna and the secondary coil is collecting the carrier. The internal chip has
to extract from the carrier the Vdd and ground by means of a rectifying circuit.

Let’s suppose we are rectifying the power supply from a carrier modulated directly from 0 and 1 and
not by a PWM. If we have e.g. a long sequence of 1 and then a long sequence of 0 and we have an

envelope detector that is taking the Vdd as envelope of the carrier, if we have just sequence of 1 and
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0, the Vdd is not regular, but it changes according to the sequence of bits. On the contrary, if each bit
is encoded in the PWM encoding, in each period we have a high amplitude and a low amplitude, so
the average value we may extract from the envelope is more constant, since the effective voltage is the
same.

This is the reason why alternating 60% and 40% means that in average even the 1 carry the 50% in
average of effective voltage, as the 0. Hence even if we have a sequence of 0 we have a sequence of
50% DC, the same = more stable extraction of Vdd when we convert the carrier into a constant
voltage.

How is the carrier generated and coupled?
The following is a general architecture. We have an external oscillator, and LC oscillator where the L
works as an antenna. It oscillates at a frequency omega-0. Then if nearby we have the inductor
belonging to another LC oscillator, there is an electromagnetic coupling of the two oscillators and so
the carrier is received by the second unit.

5;? 4]

Power is provided by a RF link to:

* power the internal circuit (no battery)
* data transmission

The implanted antenna resonates at
frequency fy and absorbs power from the
external antenna via mutual coupling k.
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antenna rectified to a DC voltage to power internal
circuits (represented as load C/R).
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(a) An illustration of an extemnal antenna coupling energy into reless implanted device, with diode-basa
rectification to produce a DC voltage Uit diagr nt circul
The voltage gain transfer function {and therefore the effici upan th

the coupling coefficient, k, between the transmit and receive circuits. The maximum valug corresponds to

‘eritical coupling’, in this case k = 0.1

Since the two antennas are coupled, it is possible to measure a voltage Vout which is the result of the
input voltage provided to the oscillator that thanks to the coupling is transmitted to the second one.
On the right plot we see the ratio of transfer. It is maximal at the frequency for both the oscillators. If
the two networks have an intrinsic oscillation frequency, it is where the transfer i/0 is maximum. The
transfer is more effective if the coupling between the two antennas is good, and coupling depends on
distance (the closer the better) and orientation (the two coils should be parallel).

So the k factor represent the effectiveness of the coupling between the two antennas.

The carrier carries the power and the information, the amplitude modulation carries also the
information (two roles). Regarding the power, one typical way to extract a continuous voltage to be
supplied to internal circuits is to use a diode bridge with a rectifier done with capacitors.

So on the output load Ry we have a voltage with some residual ripple that we define according to the
time constant C*Ry.
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THE BASIC LC CIRCUIT
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The basic LC circuit is the one on the left, in its ideal form. If we charge the C at the beginning and
we do nothing and we measure the voltage at the output port, we see the voltage oscillates. It oscillates
because the energy/charge stored initially on the C is transferred to the inductor L that when has a
current flowing in it stores energy (of a different type than C9 and then the energy is given back to C).
They continue to exchange energy and we have an oscillation at a specific frequency on the output.
We can see that if we compute the poles of the network, we have two imaginary poles at omega-0
given by 1/sqrt(L*C).

However, in reality any oscillator, either if we desire it or because of parasitic components, it has a
resistive component. While C and L are exchanging each other energy without dissipation, if a current
flows in a R we have dissipation of energy due to Joule effect > no more true that R and C exchange
the full amount of energy, since it is lost with a time constant alpha related to the electrical parameters
of the circuit. The smaller the resistor, the more damped the oscillations. This because if we have a
voltage on the R, we have a larger current and so the power is i*2*R - more dissipation.

If R is going to be infinite, we are close to the idea oscillator, if it is a shortcircuit all the charge on the
C is lost in the shortcircuit.

So on the output voltage we have no more only a sinusoidal oscillation, but a damped one.

Hence the oscillator looses its energy into the resistor, and if I do nothing I cannot maintain the

oscillation for a long time. So we put in parallel to the circuit an active circuit which refill the energy
into the oscillator that is dissipated through the resistor.
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Active compensation for the loss of RLC circuit

Active circuit

To sustain a steady oscillation, despite
loss, the power dissipated in the
resistor is compensated by an active
circuit, which operates in phase with
the oscillation.

The energy is provided by VDD supply
of the active circuit.

A figure of merit of such circuits is the
energy spent in the recharge (i.e.

| dissipated internally), to be minimized.

The active circuit has generally the t.f. on the right. If the voltage is positive, the network supplies a
negative current. When the voltage is negative, the circuit supplies a positive current (see diagram
below).

This because thanks to this delivery of the current, the circuit is providing the energy lost in the resistor.
Indeed, if we have a positive voltage in the resistor, the current flows from the top to the bottom, and
this occurs if the current flows from the right to the left in the branch connected to the active circuit.

Hence this active circuit cannot provide the current at its wish, but it should supply the current exactly
at the intrinsic frequency of oscillation of the oscillator.

23.
b 5
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—

It is the principle of a swing. If we have a swing for children, we push the child because we want to
restore the energy lost in the oscillation, otherwise the child will continue forever to swing. So we
provide a pulse, but we supply a push when the swing is going in the right direction. It is the same
principle for the active circuit, we supply with the network the current in phase with respect to the
intrinsic oscillation of the circuit.

In some way, we have to drive the circuit in the right way and supply the energy at the right time. The
energy lost in the network is given by the power supply of the active circuit. We have simply to take

care to operate carefully.

In this prosthesis is used the class E amplifier.
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CLASS E AMPLIFIER
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The higher the letter, the best. The figure of merit is the energy spent in the active circuit itself. Indeed,
the circuit veiculates and energy in the network, but the class is better if it minimizes the energy lost
by the active circuit itself. The class E are the best one, almost with zero dissipation.

The active element which transfers the energy is a transistor that is switched on and off, and the
frequency to do so is the intrinsic frequency of the network (we assume the RLC network has an
intrinsic frequency). On the top we have a large coil (inductor) that acts as a current source.

So the three elements are: the intrinsic oscillator, an inductor connected to Vdd that acts as a current
supply and a switch that works like a red and green street light, letting the current to go to ground or
to charge the network.

Below we have the two operating points. On the right we see in green the direction of the current.
Since it flows from left to right, it is the moment when the switch is opened and we let the current
generator to refill of energy the network. The other time is when, intrinsically in the network, the
current flows in the other direction (red arrow, left), because it is not the right time to give a push. So
the current is directed to the ground and not to the RLC.

If now we take the diagrams of the voltage Vds across the switch vs time and we plot the corresponding
current, in the two phases when the transistor is on we have current in the transistor but the voltage is
zero, because drain source voltage goes to zero, so we have ideally zero voltage. Hence the power
(V*]) dissipated in the transistor is 0 because the voltage is 0. In the other phase when the transistor is
off, Ids is 0, we have a voltage swing across Vds, but still the product is zero (power). Hence we have
redirected the current but with zero power dissipated in the transistor.

82



Class E amplifier in the MARC system

The coil Lt is the one used for transmission (the horizontal

one in the previous scheme); we are interested in the current Lehoke &5
passing in this coil because it creates the electromagnetic | ‘c

ﬁeld n CShunt =
CARRIER \.f\} p—— Coil Lt
M Rl}(’l\ud
The transistor is modulated by the carrier, that is the one we W

use for transmitting information.
As for the relevant waveforms, we have as follow.
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The gate is switched on and off regularly, then Icoil is the current produced on the coil and we see that
the current is in phase with the switching on and off of the gate.

The relevant voltages to evaluate the power are the one across the transistor and the current in the
transistor. The voltage across the transistor is Vshunt; it is zero if the transistor is one, while when the
transistor is off the current is zero. there are also some point in the transition between the two phases
where we may have some V*I I= 0, but overall when the current is 0 the voltage is != 0 and viceversa.

So we have created the oscillations, but we need to modulate them with a PWM. This is done by
driving the top voltage of the inductor. So up to now we have created the carrier frequency on the
oscillator, while the change in amplitude is obtained by modulating the Vcc with a PWM signal.

ﬁx

Vce changes with PWM
data and changes
amplitude of the carrier

PWM data

(W

Modulating signal

Vee

L

Coil

2
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10MHz
+

Thus we change the energy the inductor is supplying to the network. When Vcc is high, we have high
amplitude in the oscillations, vice versa if it is low. So we modulate the amplitudes according to the

83



PWM data, and in particular to the DC. There also are potentiometers to change the gain of variation
of Vcc.

As for the coupling of the coils, we can see that \_/' -
effectiveness of the magnetic field to couple between % w aaicn
one coil (the primary one) depends on how much | [~ v

closer the two coils, are and how they are oriented. T

The absolute amount of coupling depends also on the

dimension of the coils. Goupling : o
between coils 0 d ‘ s s o

Distance o f Coil Separation (cm)

Figure 13B. Voltage vs. axial coil displacement

ENVELOPE DETECTOR

From
secondary
coil

Figure 13A: Full-wave rectification of MARC2 telemetry signal.
Vi is measured across a 1K resistor.

We are after that the carrier has been coupled to the internal coil. How to recover the information and
the power?

To the secondary coil we have a full wave rectifier connected, that is a circuit that starting from a
carrier determines the envelope of the oscillations (pink). It is the average voltage across the capacitor;
it is not a fully stable voltage because we need to extract Vdd but also the information. If we have a

hard rectification, we would have a constant voltage, and we cannot extract clock and data.

However, from the pink one we can there will be also circuit to further low pass for power supply, but
we still have to keep it with oscillations for the information.

Now we leave apart the Vdd business and we concentrate on getting the data.
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The pink voltage (upper left, blue plot) is quite inconvenient, because with respect to a standard PWM
it is not a Vdd to 0 signal; it holds the info on the duty cycle, but it ranges between two close values
- we need to extend the swing of this waveform, to let it go from 0 to Vdd. This is done by the ASK
demodulator.

It receives at the input the modulated signal; it makes a comparation. It takes the signal in blue and
passes it through a transistor in triode regime (as if it was a resistance). Then the same signal in blue
is passed through an identical MOS M2 also in triode regime, but in addition we have a capacitor.
When we have a C after a resistor we have a RC network, so a low pass filter that gets the average of
the voltage.

The concept is the following: I take the signal that ranges e.g. from 6.5 and 7.5 and pass it through a
resistor. Then the same signal passes through an RC network (below). Now I have a low pass version
of the signal in output. If the time constant is large enough, at the output of B I have the average value
of the signal (out of A we have the same signal).

Now I give this low pass signal to a comparator made by a single differential amplifier with a load
(DISCRIMINATOR). An input goes up, the other input goes down, we have a current mirror in the
upper part, so it is a stage that mirrors the current from the left equal to the right so in node x we have
the sum of the current flowing from the bottom and the one flowing from the top. If we have a load
r0 we have an output voltage.

That was the basic structure for a discriminator; if we have a differential voltage at the input, the two
transistors imbalance in the lower part, one carries more current than the other and then the mirror
flips the current and at the output we have an amplified voltage.

Thanks to the ASK demodulator, that is a comparator between the blue envelope signal and its average
that has been low pass filtered in the channel below. It is a positive comparator with a positive loop to
speed up the pulse.

The goal of this stage is to give an output voltage when we have a signal going up with respect to a
signal going down. So I feed this stage in the hand-picture with the two signal out of A and B. If A is
larger than B, the output of the discriminator will go up. When A is lower than B, the discriminator
will go down.

85



In conclusion, I've taken the waveform, split it into two pathways (path B in extreme case is a constant
average voltage), then feed to a discriminator.

The result is that if the input voltage ranges e.g. from 6.5 to 7.5, the output ranges from 0 to Vdd,
because the amplifier is biased from 0 to Vdd. The waveform however still carries the PWM
information, but with an extended swing.

Coming back to the real circuit, we have the path A made by a resistor implemented with a pMOS in
triode regime (it behaves as a resistor). The transdiode MO0 before is just a voltage translation, it is used
to transfer at lower voltage the signal. In the middle we have the comparator and the output now is
the voltage (in red) that is almost full swing and then we have a common source and an inverter
(another amplifier stage) so that we are sure the output voltage is a rail-to-rail one.

It the upper plot we have the ‘pink voltage’, the envelope, pushed to high value. This trace is a trace
where the 0 in the oscilloscope is one, the 0V is where I have the 1. The arrow in red marks that the
envelope is displaced from zero. Hence the 1 is centered with respect to a zero level indicated by the
blue 1. Then we have the PWM, that is the one at the output of the previous circuit. It moves from 0
to a certain voltage (Vdd). The average voltage of the envelope is equal to the average voltage of the
PWM signal because the scales of 1 and 2 are different. The amplitudes are the same.

Tek EIH 50.0MS/s 120 Acgs

i1 ENVELOPE
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We see that the duty cycle is unchanged. We have changed the set of voltages at the output.

NB: in the middle we don’t have the single mirror as in the drawing done by me, but it is a more
sophisticated set of mirrors that creates a positive loop in the response of the discriminator.

Let’s suppose now for instance we have a positive step on the left with respect to the average (in blue);
so on the right we have the average, on the left a positive step. Consequently, we have the signal
currents in blue and red. On the top, we have a pMOS mirror. So the red current enters in the mirror
and it is mirrored as the red entering in M5. So in the node below M3 we have an exiting red current.
This exiting current cannot come from the bottom, because we have the drain impedance of a
MOSFET, so it comes from the top.

In green we have the current taken from the top mirror that is flowing and becoming red in the network
of M5. The current in green is just the additional contribution of the current in red. The green current
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is mirrored, so the transistor M4 supplies the current in green on the node below M6. Here the current
in green again cannot go down but only up, enters into M6 and it is flipped again (as if it was red)

This loop can be continued forever. It is a positive loop because once the red current has started to
enter into M6, after a full turn of the loop we have an additional red current in M6. So the current in
red has stimulated a huge amount of current flowing in M6.

In the end, the voltage transition in the output node below M6 is the total current flowing in that node
multiplied by the impedance of that node. If I would have only the red current, I would have a given
transition. Since we have also the green one, with more current we have a steeper output voltage.

Hence the goal of the extra mirror in positive loop is to make faster the transition, because the positive
loop pushes more current to enter in the output node. But is this a fast circuit? No, I don’t need very
steep pulses, but steeper is relative instead to the power consumption of a circuit.

If we want to have a discriminator and a pulse, the speed of the pulse depends on the current
consumption of the stage, on how much current we have in 10, because the transconductance is
proportional to the current. So we can have a faster discriminator If we spend more power in the
circuit

We are talking of an implanted circuit, so I want the lowest possible power consumption, so to have
the comparator to operate with the lowest possible current. If I reduce the current, the output of the
transition would be very slow, so I boost up back the transition using this positive loop. So the goal of
the positive loop is to speed up the transition and to keep low the power consumption, because I can
reduce the current in the current generator of the differential stage (mosfet attached to ground in the
image).

NB: in the ASK demodulator, the same blue envelop is used also as Vdd. We don’t have a clean Vdd,

but it is not a problem because the bouncing of Vdd is synchronous with the transition we are
investigating. If we need a clean Vdd we need a further rectifier.
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CLOCK AND DATA RECOVERING CIRCUIT
I want to convert the PWM signal into a serial stream of 1 and 0.

= pulse — phase/freq [~ charge looy
I_j detectol p loop)

swallower r pump filter

St

s clock is obtained through rising edges of the PWM waveform

e DLL is locked to the PWM period (positive edges)

» periad is divided into 36 intervals with equal delay

* XNOR provides a "1” only if outs 15 and 21 are “1” (duty cycle 60%
or "0” (duty cycle 40%), a "0” if 21 is "1” and 15 is "0" (d.cycle 50%)

I need a decoder from the PWM waveform, and it is the role of the upper circuit. As for the clock, the
clock is indeed the PWM. The rising edge of the PWM is totally synchronized with the clock. So I
take the PWM and make all the digital block rise-time sensitive, so that all the logical transition will
occur at the rising edge of the PWM.

To extract the stream, I use a battery of 36 buffers (or digital inverter). Each inverter will introduce
its own delay, and the delay can be controlled by controlling the power supply (the transition time of
the response depends on the power supply). At the tap 36 we will have the start of PWM, but delayed.
We take the delayed waveform and put it at the input of a phase detector, a circuit that is sensitive to
the rising edge difference between input and output.
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I consider 2 period (one for the 0 and one for 1). Thanks to the delayer, we created a delayed replica
of the PWM. The phase detector is sensible to the original rise signal and to the rise of the delayed
signal.
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The inverter delay changes in a way that it is so big that we have achieved with a delay a full period.
So at a given point the delay is one period. But if so, the difference between the delayed waveform and
the next one of the original one is zero.

In this way the delay is stopped, we have locked a full period of delay.

Hence the delay is increased as long as the delay reaches a full period, we lock the delay up to one
single period.

The delay is changed because the phase detector is sensitive to the difference in the rise of the original
signal and the rise of the delayed one, and it changes the Vdd of the inverter.

Now, if I have locked a full period of delay, in each inverter I will have a kind of picture of the delay
with 1/36 quantization. The period-delay is cut in 36 pieces.
Then I take two notable pieces, tap 15 and tap 21 to understand the duty cycle of the waveform.
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In particular, I have available in the inverters the tap 15 and tap 21. I compare the two with and
EXNOR and if I am in the 50% of DC, the two will be different, so the result of the exnor will be 0.
If T have 40%, the tap 15 and 21 are after the edge, so the result of the EXNOR will be 1.

Instead, if I have 60% of DC, both the taps are high, so the result of the EXINOR will be one. The ‘1’
is detected hence both if I have 40% or 60% DC.

I need flipflops everywhere for synchronization, because I have to make the decision when I’m sure
that a full period is stored in the set of inverters, I need to sense the output of tap 15 and 21 only at the
rising of the clock.

Now we understand why the circuit provides my 0 when I have 50% of DC and 1 if I have 60% or
40%. We have latency by 2 clock cycles, so the 0 comes two clock cycles after the real zero because I

have the latency introduced by flipflops, but it doesn’t matter.

We need the delay of 1 period because if not, there is no more correspondence between the information
extracted from pins 15 and 21 and the period itself, because the DC is a period-dependent information.
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SYNCHRONIZATION CIRCUIT
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It acknowledges a known sequence (key) and switches the chip from the

configuration state (C) to the running state (R)
According to a known sequence (called key) of 1 and 0, this network recognizes as output a bit which
is acknowledge as configuration state C or running state R. In correspondence of a specific key (word),
the system switches to a configuration state labelled as C, in all the other cases the system is running
in the running state.

The following is the architecture of the stimulator. The data comes from the left, and we have a unique
stream of data arriving to the block, but depending on being in configuration or running state, these
bits take different path.

On the top we see a sequence of 20 FIFOs of 5 bits each one and in the configuration state (when we
are feeding with data, the FIFO are all connected and programmed, because in configuration stage we
are programming the chip, in running state we are providing the pulses) and the FIFO are connected
serially (the switch C is closed, R is open).

When we are configuring the bits, each one of the FIFO is an electrode selector. The stimulator circuit
stimulates only one electrode at a times basically, and this is done by configurating the FIFO. So if in
the configuration stage we program the FIFO with 10000 (all the FIFOs), this means that electrode n°
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The circult purpose is to set the stimulating pulse parameters (timing and current intensity). 4
(17}

By changing the switches status (R/C) it switches from the configuration to the stimulation (RUN) state.
An additional 2 bit register specifies the used current range (200, 400 or 600 pA).
Frame delivery time = 80 clock cycles x 5 (electrode selections) = 400ck cycles (to be <perception time, 1/50s)
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1 will be the first one to be stimulated. Then when the FIFO is closed in running mode, its output is
connected to the input = the so-called ring counter: it is a FIFO that when a clock is applied, one bit
is transferred to the following position. When the 1 has shifted to the last position it is fed to the first
position again.

Hence the electrode selector has to provide the number of electrodes to be stimulated by the
stimulation circuit (block in the middle). In the example, the stimulator will provide a pulse to
electrode 1 and then to the others.

Of course, all the 20 FIFO needs to be programmed with 1 and all the other bits 0 (we cannot pulse
two or more electrodes simoultaneously).

The 80-bit FIFO on the left, in configuration phase, is connected to the previous one (C is closed) and
it is programmed with the time structure of the pulse. The time structure of the pulse is shown below.

P

(80-bits FIFO}
I amplitude A
") W * 4-bits image data (16 gray levels)
A s 2-bit full-scale range of DAC
-A
W .
I A = current amplitude (from

10uA to 600 pA)

W = pulse duration (from 0.1ms
to 2ms)

P = pulse period (frequency
from 60 to 500 Hz)

We see an entire period of the pulse and what happens in the period, which is described by a sequence
of 80 bits. First of all, the first info is that the pulse is provided through a biphasic pulse. Only one
of the two will provide depolarization, so the firing of an AP. The other pulse of the biphasic has the
role that by injecting charge, we inject charge in one polarity and then in the other, so that the net
amount of charge injected in the tissues is 0. So among the two pulses only one is strictly needed to
generate depolarization, but in terms of charging the tissues, since the stimulator is providing a charge,
the net amount of charge delivered is 0, otherwise the tissues will continue to grow a net amount of
charge. This explains why in the period we have a positive and a negative pulse.

With the 80 bits we define the time structure: the width ‘w’ of the pulse (how long we want the w to
be, the system already know that it has to provide a positive pulse and then a negative one), for
example we have among the 80 as many 1 as the pulse is long (e.g. 10 ones, 20 zeros, 10 ones and the
rest zeros). So with a sequence of bits we define the time structure of the pulse.

What about the amplitude of the pulse? The ‘A’ amplitude is supplied by the 4 bits defining the 16-
gray levels. These 4 bits are delivered in a different way.

They are taken from the path below, that is working only in the running configuration.

Moreover, we have to remember that when we supply 16 grey levels with 4 bits, we need to define a
reference scale. So the full scale range of the pulses need to be specified.
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When we define the 16 gray levels with 4 bit, who defines the real amplitude of each step in the scale
of possible 16 gray levels? The full scale range. Hence if we want to specify the pulse amplitude A, it
is coded with 4 bit word, but we need also the define the full scale before, otherwise we are specifying
one level but not the absolute value. This is the reason why we need to define during the configuration
phase we need additional bits to specify the full scale range. They are 2 bits, in the last register = only
4 options as FSR (from 200 to 600 uA). We define it once forever.

The scale range is defined as current range, since stimulation is identified with current.

In conclusion, in configuration phase all the 4 FIFOs are serially connected and we sent into the chip
a word of 182 bits. 100 bits are in the data FIFO, 80 are in the other one and 2 are for the FSR.

Now, when we switch from the configuration phase to the running phase, we see that the upper FIFOs
are closed as if they were ring current (bits continuously shifted). The bits of the FIFOs are read by a
logical block that reads the sequence and provides to the stimulation circuit two main command: go
up or go down. It is not needed to provide a much finer information, just to give a pulse up or down.

Finally, the stimulator circuit receives the information together with a bias generator that tells the
FSR, and so the stimulator circuit receives:

- Time information (go up or down)

- Addresses of electrodes to be stimulated

- FSR to be given (maximum current to be given)

- Image (in the form of a 4-bit word)

How long does it take a pulse to be delivered?

It needs to be delivered in 80 ck cycles, because the 80-bit FIFO has made a full turn, so a full period
has been read. Is this the total image? No, because with 80 ck cycles we have stimulated just one
electrode. Then we have to move to the other electrodes (80 ck cycles each).

I have finished my job when all the 5 electrodes have been stimulated: 80 ck cycles * 5 = 400 ck cycles
to deliver the pulse to all the 100 electrodes (20 FIFO for each 5 group of stimulators, 1 stimulator
activated per time).

Which is the speed needed for the ck cycle?
It is important the t the total time is lower than the patient perception time, around 1/50 s. If the 400ck
happen within 1/50s, the patient feels like he has received a full image.

NB: during the 80 bit scrolling, 4*20 bits are provided to the stimulator. So during the period of 80
bits, the new set of data to be delivered to the electrodes are 4 bits * 20, so 80 bits. In a period in the
run line a new set of 80 bits are transmitted because they will be the one given to the stimulator at the
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next turn. For each period, we need to upload the 4-bit information. How much time I have available
for it? 80 bits time. In 80 bits we upload a sequence of 4*20, the new data for the stimulator.

NB: We must have a buffer between the FIFOs below and the stimulation circuit, because the data of
the image must be stable during the stimulation. When the bottom sequence of FIFOs is uploaded,
the previous word must be stable, so we need some flipflops working as a buffer - data cannot
scramble while the stimulator uses them.

STIMULATOR CIRCUIT
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It is a circuit that takes the information of the electrode to be stimulated, the commands up and down,
the clock and the word regarding the amplitude to be given and the FSR. It is composed by an upper
branch and a lower one.

Lower branch

The lower branch is a current DAC. According to the 4-bit word, we need to provide a current within
16 gray levels and for a given FSR. So we have simply 4 branches in parallel. The transistor 30u/2.4u
is a common source transistor and its gate can be connected through the switch to a line called current
bias, but it is not a current, but a line coming from the full scale range. So according to the chosen
FSR in the stimulator, we put the gate to a given value or another, when the switch x is closed. Hence
it is simply a current generator with a transistor biased at a given voltage.

The switch is closed when the corresponding bit in the word data is 1. So if in the FIFO the bit is 1,
we have an AND and so the switch x is close and we connect the current bias line to the gate, so we
have a given current. The other transistor in parallel are simply connected to the other bits of the word,
but the only difference is that each one of the transistor is sized twice than the previous one. So we
have created 4 currents, one doubled than the previous one; if we out the currents all together at the
output of the DAC we have created 16 levels of possible values.
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The transistor in the top of this stage (60u) is a cascode: a cascode over a common source improves
the output impedance of the current generator.

So it is a current generator to the current generated according to the 4 bits word in the data line. The
cascode bias signal is a constant voltage for the cascode (that is a common gate stage), it is not
changing.

Differently, the current bias line changes with the FSR.

Top branch

It is simply a recirculation circuit. It takes the current and let it go through the load (represented by
resistors, that are the tissues) and electrode el and e5 are the stimulator. Hence in the array, we have
a common electrode A, a specific electrode and in between the two we have the tissues. So this circuit,
depending if the command is up or down, let the current prepared on the bottom DAC to flow into
the resistor in one direction when we have a pulse up and in the other direction when we have a pulse
down.

The inputs of this upper branch are:

- Electrode selector (ring counter aka FIFO): in this specific case the electrode n°5 has to be
stimulated, so the line 5 has the bit 1, all the other lines bit 0. We don’t have to learn all the
circuitry, but we can verify that if we have 0 on line 1 and we consider all the ports (where we
have the pass transistor), the resistor el (electrode 1) is shorted, because the pass transistor
(little square in the middle, between A and el) is closed and so the resistor is shorted. All the
network with 0 are not operational, hence current doesn’t pass through the tissues.

- Pulse up or down

This is not true for the electrode n°5. If we put 1, the switch (little square) is open, but we need the
additional information on up or down.

The situation corresponding to up and down are the colors red and blue. In the bottom line,
independently on having up or down, the current flows in the same direction, the DAC delivers the
current always in the same direction.

Let’s start with the red ‘up’. If I have up 1, thanks to the inverter, M1 is operational, because the gate
is low (if we have a 0 on the pMOS it is on), while M3 is off, because it is controlled by down signal.
Similarly, if up is 1 the M4 is on (also because the ring counter is 1), while the M2 is off.

In conclusion, among these 4 transistors, the transistors in red are on, the transistors M2 and M3 are
off. So which is the only possible path for the current? It is the one arising from the DAC, taking the
direction of M4, in the resistor, and then up in M1.

When I have down, instead, it is viceversa: the transistors in blue are on, and so the same current is

taking the path of M3, the resistor (in the opposite direction) and exiting through M2. It is hence a
bidirectional current circulation circuit.
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It is composed by a pMOS in parallel to a nMOS. Hence the switch is closed (shortcitcuit) if the n and
p transistor are on, while is open when both are open.
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COCHLEAR IMPLANTS

Sound processor
/

Cochlear with

- 74 Jransmiiar implant electrodes

__Receiver \

Cochlear implant:

a prosthetic device implanted
“} in the inner ear with the goal
to restore partial hearing to
profoundly deaf people by
electrical stimulation of the
auditory nerve

References:

*  “Mimicking the human ear*, C.Loizou.
+ “An ultra-low-power programmable analog bionic ear processor”, R.Sarpeshkar.

The prosthetic device is implanted in a patient with a partial or complete incapability to hear. The

cochlear implant has the electrodes implanted directly in the cochlea.

The device collects the sounds from ant external microphone and transmit it through a radiofrequency
link and the receiver provides information and stimulation to a series of electrode implanted in the
cochlea. In this way we bypass the non-operational cochlea and provide a stimulation directly to the

auditory nerve.

THE HUMAN HEAR
The human ear

» Hearing frequency range: 20-20.000Hz.
» External ear picks up acoustic pressure
waves, middle ear converts them to
& mechanical vibrations by a series of

small bones, inner ear (cochlea)
transforms the mechanical vibrations to
vibrations in fluid.

» Pressure variations in the fluid lead to
displacements of a flexible membrane
(basilar membrane), such displacements

Coniral contain information about the frequency

Nervous % m
Ear System of the acoustic signal.

External
Ear

}
!

Ear

+ Bending of hair cells, attached to the basilar membrane, releases an
electrochemical substance that causes neurons to fire. Neurons communicate
with the central nervous system and transmit information about the acustic
signal to the brain.

»  Most common cause of deafness is the loss of hair cells — neurons can be
excited directly through electrical stimulation (cochlear implant)

The frequency range is in between 20 and 20.000 Hz, but most of the hearing capability is concentrated

over few kHz. The various stage of our hear are:
- Externa ear: has the role to pick up the sound waves.
- Middle ear: converts the sound waves in mechanical vibrations.



- Inner ear: there is the conversion of the vibrations into electrical signals. First the vibrations
are transformed in mechanical vibration in a fluid, and then the pressure variation in the fluid
are responsible for displacement of the basilar membrane, and this displacement are taken by
hair cells that release electrochemical substances that causes the neuron to fire. Once the
neurons are fired, we are in the field of electrical signal, provided to CNS.

The severe deafness is at the level of hair cells, so if we are missing the step of transformation of spatial
displacement into firing the neuron, it is there that some electrical stimulations need to be supplied,
because we need to fire the neuron that cannot be fired anymore by the hair cells.

The bridge between the external unit and the internal tissues is in the cochlea. In the cochlea the sound
is transformed externally in electrical signal and electrodes are placed in the inner ear to restore the
firing of the neuron.

THE BASILAR MEMBRANE

The basilar membrane, embedded in the fluid, is able to supply a displacement along its extensions
and the displacement is sensed by hair cells and so it is converted into an electrical signal. We need to
implant electrodes on the basilar membrane so that, instead of detecting the displacement, by detecting
the external sounds the electrodes can stimulate the neurons, that is something the hair cells are no
more able to do.

There is another aspect. The basilar membrane is operating as a spectrum analyzer. The membrane
is not sensitive everywhere to every frequency, but it is frequency sensitive - different points of the
basilar membrane are sensitive mainly to a certain frequency range. Hence the vibrating of the
membrane is happening only at specific frequencies.

The internal segment (apex) is sensitive to about 20 Hz and then moving towards more external
segments we sense higher frequencies, up to the base (external segment) which is the segment
specifically sensitive to the 20 kHz.

+ Basilar membrane is responsible for
analyzing the input signal into different
frequencies, because different
frequencies cause maximum vibration
amplitude at different points along the
basilar membrane: low-frequencies at
the apex, high-frequencies at the base.

+ The corresponding hair cells, bent by the
displacements, stimulate adjacent nerve
fibers therefore to specific frequencies.

+ An electrode array can be used so that
different auditory nerve fibers can be
stimulated at different places in the

19158
A 3. Diagram of the basilar membrane showing the base and cochlea
the apex. The position of maximum displacement in response
to sinusoids of different frequency (in Hz) is indicated.

If we now plan to cover the membrane with electrodes all over it, it is important that each electrode
receives the power only in its specific frequency range. We need first to operate a band selection of the
frequencies, because each electrode needs to be stimulated by a specific bandwidth of the sound.
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General scheme of the cochlear implant
Consist of:
- Microphone
- Speech processor: needs to perform the frequency selection.

- Transmitter and receiver through the skin
Electrodes implanted all over the basilar membrane each one receiving the specific power in

the specific rage.

We have two main approaches to the cochlear implant:
- Compressed analog (CA)
- Continuous interleaved sampling (CIS)

Volume ) Skin Electrode
Microphone 3 /:\T"
*-——'-*——“ e
Approaches:
+ Compressed Analog (CA)
+ Continuous Interleaved Sampling (CIS)
COMPRESSED ANALOG APPROACH
Bandpass
Filters Gains Electrodes
- |
™ 01-0.7kHz J 7 Gain 1 " “TE1
. M 07-14kHz Gain2|[ "E-2
R e
~ 1.4-2.3kHz Gain3 | E-3
I
1 2.3-5.0kHz Gain 4 —El-4

» AGC: automatic gain control (for signal compression).
» The filtered waveforms are delivered simultaneously to the

electrodes in analog form.

For simplicity there are only 4 electrodes. The first block, AGC, performs a first signal compression;
the human earing is indeed extended over several decades of capability (several tens of dB) but our
human ear produces a compression, so the electrical stimulation is in a lower range. Our earing system
performs a quasi-logarithmic compression between the very large sound extension into the electrical
stimulation of the nerves. This is the reason why we need to have at the beginning a signal
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compression, that is performed by AGC, a circuit that automatically changes its gain depending on
the signal itself.

Then we have a bank of bandpass filters. Then we have a gain stage and the stimulation of the
electrodes.

The peculiarity of this approach is that once we have detected the intensity recorded in a given
bandwidth, the electrode is analogously stimulated exactly with the same signal, there is no a
translation between the recorded intensity and the electrode, we have a direct stimulation of the
electrode directly with the analog signal coming out from the filter. This is done also simultaneously,
each electrode is stimulated by its own bandwidth but the electrical stimulation happens
simultaneously.

Syllable “s-a”

= "W*W%Wi»%%wup Fmrerptrmaeeaan

syllable
- "e g

i 1 L - L L
0 100 200 300 400 500

Time (msacs)

A 13, Bandpassed waveforms of the syllable “sa” produced by a simplified imple ion of the comp! analog approach. The
waveforms are numbered by channel, with channel 4 being the high-frequency channel (2.5-5 kHz), and channel 1 being the low fre-
quency channel (0.i-0.7 kHz).

Recorded waveforms at the output of the filter. The letter ‘s’ includes high frequencies (channel 4 is
from 2.3 to 5 kHz), while in correspondence to the letter ‘a’ we have power in the low frequency range.
We see that the content on the four channel is different. These analog waveforms are supplied
contemporaneously to the electrodes.
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CONTINUOUS INTERLEAVED SAMPLING (CIS)

Pulse
Bandpass Filters Envelope Detectors Generation Electrodes
-——~| BPF4 | _""'_"'l Hect/ i »3) > El4
: E Rect./ I
Microphone '—'@ » |_a|§|t: I —"@ * B3
o T — | Rect) b
BPF2 " TPr L*~ ------------------- —> Q> B2
Leere | T2
e
[err ol | @ &
" n __.I'[_r
syllable "s-a
' M’"“"‘“
e
Asw b b s - - e S .
. i I e P el Tl S

eyl Y AVA VAV AN 1L_ihjtr

A 4. Diagram showing the operation of o four-channel codhiear implant. Sound is picked up by a microphone and sent fo @ speech pro-
cessor box woin by the patiznt. The sound is then processed, and electrical stimuli are delivered to the electrodes through a ra-
dio-frequency link. Bottom figure shows a simplified implementation of the CIS signal processing strategy using the syllable “sa” as
an input signal. The signal first goes through a set of four bandpass filters that divide ihe acoustic waveform into four channels, The
envelopes of the bandpassed waveforms are then detected by rectification and fow-pass filtering. Current pulses are generated with
amplitudes proportional to the envelopes of each channel and transmitted to the four elecirodes through a radic-frequency link. Note
that in the actual implementation the envelopes are compressed to fit the patient’s electrical dynamic range.

The early stages are similar to the previous one, we have a microphone, an automatic control, the
bandpass filter to split the signal among the different frequency ranges. The differences start from the
envelope detectors on, because we have some envelope detectors, which are circuits that take just the
envelope of the signal, and then we have specific pulse generation. For each channel we have the
generation of biphasic pulses. They are biphasic for the same reason in the MARK system: we want
to supply a stimulation but with a 0 net charge delivered to the tissue.

So we generate biphasic pulses and their amplitude is proportional to the envelope recorded.

What is the main difference with the previous strategy?

In the previous one, the stimulation of the electrodes is simultaneous, electrodes 1,2,3,4 are stimulated
contemporaneously. Since the electrodes are not perfectly isolated (planted nearby), we can have some
crosstalk of one stimulation to the closer electrode, and this can introduce some nonlinearity = a
portion of the tissue is stimulated also by the neighbours, and not only by the specific waveform. And
this accumulation of crosstalk may change the response of the tissue, that should be the response of a
specific waveform, but on the contrary is the response to the waveform plus the crosstalk.

The CIS is called interleaved because the biphasic pulses are not r 3

el |
simultaneous, but alternated (or interleaved). When we have a | = || : h o
stimulation on electrode 4, there is no stimulation on electrode 1,2, 3. |, | Ry
Each pulse is delivered to its tissue without being affected by the others. | |
So we preserve the electrodes from the crosstalk. At any instant of time | ¢ !_; : L
we have only one channel fired. el i

g _qﬁ__%h




COMPRESSION (acoustic amplitudes - electrical amplitudes)

+ Compression is introduced while
transforming acoustical amplitudes into
electrical amplitudes.

+ Itis necessary because the range in
acoustic amplitudes is larger than the
implant patient's dynamic range, defined as
the range in electrical amplitudes between
threshold and loudness uncomfortable level.

+ Logaritmic function (Y=A log(x)+B) is
commonly used for compression as it
matches the loudness between acoustic
and electrical amplitudes.

OQuiput Level (pAmps)

Input Level -

A 19. Example of a ithrmic ion map ly
used in the CIS strategy. The compression function maps the
input acoustic range [x,, x,..] to the electrical range [THR,
MCL]. X, and x_,,, are the minimum ond maximum input ley-
els respectively, THR Jis the threshold level, and MCL is the most
comfortable level

I need it because the sound extension is very large (our hearing capability is to collect sounds over
more than 70 dB dynamic range) and if we would linearly stimulated the electrodes with the amplitude
detected from the sound without any compression, we will create in the patient a very uncomfortable
sensation = important to perform an “acoustic into electrical compression”. It is represented by the
plot

In the plot, on the horizontal axis, we have the distribution of the sounds levels; xmin represents the
minimum threshold each of us is able to hear and xmax represents the loudness uncomfortable level,
above this level the sound is uncomfortable.

If we derivate a linear relationship between sounds and electrical signal, we would supply a very large
current at xmax for the stimulatio. On the contrary, our natural earing system performs a compression
in a way that the maximum sound level corresponds to a maximal electrical stimulation still within
the comfortable level. So we need to provide internally a compression curve, transforming the
acoustic amplitudes into electrical currents, where threshold corresponds to threshold and maximum
amplitude corresponds to a level not exceeding what our brain detects as uncomfortable.

So we need to perform such a compression and we can do it with a logarithmic function - we need
a logarithmic compression in the system.
A diode has a voltage to current logarithmic compression = we will have a diode somewhere.

EXAMPLE OF CIS COCHLEAR IMPLANT PROCESSOR

We have a microphone that takes the sound and converts them into an electrical signal, then we have
a JFET-based audio amplifier, then we will have an AGC which starts to compress the audio 77dB
input range into a 57 dB dynamic range. It is not a complete full compression, but a preliminary one
so that the other stages don’t saturate. We will have another compression at the end with a logarithmic
amplitude to digital conversion. Hence the compression is in two stages.

We don’t use it just at the beginning because otherwise we reduce to much the signal-to-noise ratio
because we compress the signal but not the noise.
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It is not all at the end because if the dynamic range is too high, we cannot cover the compete dynamic
range with one single stage. So the AGC is linear in most of its range, but when the signal reaches the
high intensity level of the range it introduces a nonlinear compression to remain in the dynamic range.

Then we have the bandpass filters and then the envelope detectors (the waveforms are still sinusoidal),
and analog to digital conversion, the bits are taken by the scanner (that is a multiplexer to serialize the
bits) and the bits are converted by a DAC into analog signal for stimulation.

..l Bandpass |_. Envelope Log Scannel
Filter Detector A-t0-D
Bandpass Envelope Log
57dB Internal ‘l_l—. P
e or A-to-D
) Dynamic Range Filter Detector :
FG3329 o
Broadband Bandpass Envelope || Loz A
AGC -.l Filter |_. Detector A-10-D Scanner bits
77dB Overall Bandpass Envelope f—gp| Log Scanne
Dynamic Range -.l Filter I_. Detector A-lo-D
Bandpass Envelope |—y] Lo2 Scamner
"l Filter I Detector A-to-D
Overview:
+ 2.8V supply, 211pW power consumption  « Gm-C bandpass filter + envelope detector
+ 16 channels, CIS approach + Logaritmic dual-slope ADC to provide
+ JFET-buffered electret microphone + audio further compression
front-end (AFE) + ADC bits are sequentially scanned by a

+ Automatic-gain-control (AGC) compresses
77-dB input dynamic range to 57-dB
internal dynamic range

CIS clock and latched into DACs that
control electrode stimulation currents
(not here described)

‘What is not described is the generation of the biphasic pulses starting from the digital information.
Similarly for the MARK, we take the bits, we transform them into an analog current through a DAC
and then we stimulate the electrodes.

BUILDING BLOCKS

Simple OTA
gm-R amplifier
gm-C filter

Operational Transconductance amplifier (OTA)

(vy — v

iout = Ip tanh < kT /q%)

)

EeZaN et A (in saturation: G=g,,=2K(Vss-V1))
0.75 ) . . :
05! Fegion in weak inversion:
0.25 4 2kT
o) )
(69\ (v —-v.) v !
0 ‘\nea( 24,1,;{ 4gn
-0.25 ' BT :
________________ low :fw” J{Hun v_) =G(vy v
95} non-linear L‘, ~ ;
-0.75{ region G=rt— L
1 L (2kT /qk) V4
3 2 -1 0 1 2 3 k: subthreshold coefficient
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It is a differential amplifier that takes a voltage difference at the input and provides a current at the
output that is proportional to such voltage difference through a parameter that has the dimension of a
transconductance (the gain). On the upper left we see the simplest configuration of the OTA. We have
a differential pair at the input (M3 and M4) and a pMOS current mirror as a load. In this way the
imbalance of the current at the input due to the differential input produces a current at the output. In
blue we see the current flowing in the branches at the equilibrium stage, when the voltage difference
at the input is 0. The tail current Ib is shared equally in half component in each branch. Thus we have
the same current on the left and on the right, the current on the left is mirrored matching the one on
the right so the output current is zero.

On the contrary, when we apply for instance a positive signal on the left input with respect to a negative
one on the right, we imbalance the stage, we increase the current on the left, we decrease the one on
the right, the sum is still Ib. however we have more current on the left and less on the right; the one
on the left is flipped with the same intensity and so inf we make a Kirchhoff law, we have a lot of
current on the top, less current from the bottom and so we have a net current Iout exiting from the
stage.

Instead of looking the current on the left and right increasing and decreasing, we can alternatively
think to have a positive signal going down on the left given by the difference between the red and blue
current and correspondingly we may think to have a current signal going up given by the difference
between the smaller current in red and the one in blue. The currents in the image are the absolute
values. If we think at the differences, the current on the left points down, the one on the right points
up and so the result is that the double of the contribution (summed) is exiting.

In the middle we have the analytical formula for the exiting current. It has a hyperbolic tangent
relationship with respect to the input voltage because it is a peculiar relationship for the weak inversion
operation of the transistor.

Hence this stage is not operating at high current, so with a transistor in strong inversion; this because
we are talking about implants, circuits that are implanted and need to work at low power. So the best
way to make them work at low power is to operate them just at the limit of their operational condition,
in the so called weak inversion. It is a regime where the Vgs is below the threshold voltage, hence the
equation for the transistor in saturation are no more valid and we need to use equation based on
modelling of the transistor in weak inversion = hyperbolic tangent behaviour.

In particular, if we work in the small signal regime, that is the input voltage (V+ - V-) is smaller than
2*k*T/q*csi, we have that kT/q is the thermal voltage. Csi is a particular coefficient related to the
subthreshold regime.

Besides 2 and csi, what matters is that the small signal regime means having a voltage difference lower
than something proportional to the thermal voltage, that is around 25mV at room temperature. Csi in
general ranges in between 1 and 2.

Hence if we operate in such regime, the hyperbolic tangent may be approximated linearly and so we
can derive as usual for the small signal regime a linear relationship between the voltage difference at
the input of the amplifier and the output current.

This parameter of proportionality is the transconductance G.

The G is given by the formula. It is proportional to the tail current Ib.
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This proportionality should not be strange because it is typical of transistors working in weak
inversion.

29. i A
r . Ure T v
o~ = B T B2 & 2 am
¢ Ve’ 1

In transistor working in weak inversion, the transconductance is similar to the transconductance of
the pn junction, so the transconductance of diodes or BJT.

The transconductance of a BJT is gm = I/Vt, where Vt is the thermal voltage. So we have direct
proportionality between gm and the current.

In the transistor in weak inversion, the relationship is similar. In fact, I = Ib/2 and gm is still
proportional to the current.

Hence the formula seen for G is of course the linear approximation of the transfer function having an
hyperbolic behaviour, but it is practically equal to the transconductance of a BJT.

So it is the ratio between the current (each transistor has biasing current Ib/2, so we have to put Ib/2
and not Ib at the numerator) and at the denominator we have the thermal voltage with the
subthreshold coefficient (because the MOSFET is not identical to a BJT).

In OTA, when working in the linear region, we can use this relationship for G, hence knowing that
the gain is proportional with the biasing current, and by change it we can change the gain.

0O V/n V()UY
! h | Gain= G, R

Gm-R amplifiers

Z°Ut=1/Gm vi Vout

—

Gain= G,,/G,,»

+ Gain can be set by means of the currents | in the transconductors (G=1,/V,)
+ Solution affected by non-linearity of G,, for large input signals.

On the upper left we have an OTA with a Vin applied to the non-inverting input versus ground; the
current is then sent to a resistor and hence we have created a voltage amplifier, because we have a
conversion of the current gm*Vdiff (Vdiff = voltage difference at the input, Vin — 0), multiplied by R.
this is the gain. This is the prototype of a Gm-R amplifier.
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We can do more; resistor may be tricky to be integrated in CMOS technology, especially if we want
large resistor because we want to boost the gain, so we may be interested to look for alternative
implementation for the resistors.

An alternative implementation (bottom left) is a transdiode, realized with an OTA with output shorted
to the negative input. It can be demonstrated that if we look the output impedance of this bipole (it is
a bipole indeed because we have output pin vs input pin) it is 1/Gm, where Gm is the gain of the
OTA.

1 -
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To look at the output impedance, we have to ground the input. The input is floating, the OTA is by
definition providing a current that is Gm*(V+ - V-) and we are testing the impedance. So we are
applying a testing voltage Vs and recording the absorbed current Is. The impedance Z is Vs/Is.

But Vs = V- and the current Is = - Gm*(V+ - V-), where V+ = 0.

Whenever we take and OTA and short the output with the input, the impedance we see is 1/Gm.
Moreover, there is another property of the OTA with the output shorted to the negative input.

31.
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The property is that V- = V+, because this is the only operative condition.

Let’s suppose for instance that V+ > V-, In this case, the output current would be exiting, because the
current is 1 = Gm*(V+ - V-), so we would have an exiting current. Is this current going somewhere?
Ideally no, because we have the infinite input impedance, but in reality we can assume to have a
capacitance because we have a MOSFET. In this case, the current flows into the capacitor and the
node where we have V- is rising up as long as it matches the other node voltage V+ and the current is
0 so we stop charging the capacitor. So the voltage difference between the two inputs is 0. If not, we
would have an exiting current that, integrated somewhere on the V- input, would restore equality.

Hence the only conclusion is that the current is 0, condition satisfied if also the voltage at the input is

0.
In the end the output impedance of the network on the bottom left is 1/Gm.
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On the bottom right we have a smart implementation of the configuration on the bottom left to have
the resistance needed for the configuration upper left.

We have the open loop OTA that is Gm1, while the Gm2 is the close loop OTA - Gm?2 is simply a
resistor with resistance 1/Gm.

The final gain is Gm1/Gm2. Now since the transconductance is proportional to the tail current Ib, I
can choose Ib in a way to maximize Gm1 (by increasing Ib) and decrease Gm2 (by reducing Ib) ->
gain larger than 1.

NB: these approximation of the gain with a constant transconductance depending on Ib are valid only
for small signals. If we go to the large signals regime these approximations are no more valid - if we
use Gm-R amplifier we must be sure that the dynamic range of the input signal is small enough.
Hence one problem arises, since CIS is a circuit with a large dynamic range.

Gm-C filter

out

LY
PRab:
D
9]
3
Y

G (Vin-Your) = sCVoye T=C/Gp Vin-Voutr = tsVour

Vin = (1 +75)Vour Vout
T log f
1 1
Vour(s) = mvm (s) T low-pass filter

It is a low pass or high pass filter. The one in the figure is a low pass, composed by a transdiode (OTA
with closed feedback loop) in series with a capacitor. We have the analytical calculation of the transfer
function.

32.

If we have a transdiode in series with a capacitor and the output impedance is 1/Gm, it is like to have
a resistor in series with a capacitor = classical low pass filter whose tau of the pole is C/Gm.
The exiting current is Gm*(Vin-Vout) that is equal to the current flowing in the capacitor.

As for the high pass filter see next page.

106



& 1o
£
V-: ;H'_érL ,VW’A'T ULJ«.L/C.-._C—
44+ 4 At HT =
[~ AC

This is equivalent to a CR network. These filters will be used in the band pass filters of the cochlear
implant.

THE MICROPHONE PREAMPLIFIER (AFE)

» Electret microphone: a condenser
microphone with a permanent charge bulilt

into it.
» Aself-biased JFET source-follower provides

low-impedance voltage output (G=1).

» JFET output resistance and gate
capacitances contribute to couple power-
supply (VDD) noise to V_;:

A microphone is a capacitor where the sound waves are able to change the distance between the plates
of the capacitor.
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When there are sound waves arriving to the capacitor, the waves change the distance of the plate of
the capacitor and if we have a circuit sensitive to the value of the capacitor, we can transform the
sound waves into an electrical signal. We are dealing with a particular type of microphone called
electret, that is a capacitor where the charge is already fixed and generated at manufacturer site. So
we have a preexisting charge integrated on the capacitor. This means that when the sound changes
the distance between the plates of the capacitor, as the charge is fixed, we change the voltage.

If the C is changing, we change the voltage.

This electret microphone provides a voltage signal when the microphone receives the sounds.
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The equivalent circuit we may consider is the variable capacitor but with a signal, that is given by the
variation of the capacitance for a constant charge.

This clarifies why in the modelling we have that the electret microphone is represented by a voltage
to be read out. So Vin is the voltage of the electret capacitor.

The basic read out stage we have in the system is a source follower stage based on a JFET, that is a
very low noise transistor.

Since it is a source follower, we take the gate and read out the signal at the source, where we have an
impedance Rs. The gainis 1.

The advantage of this read out is that is very simple, made out of a JFET and a resistor, so very often
this is integrated, we buy the microphone with already embedded the JFET, so to have an output pin
from the device.

Moreover, the gate of the JFET is biased through a large resistor Rg. We bias the transistor with a 0
DC voltage through this very large resistor. Is this a mandatory choice? No, in principle we could have
done as below:

35. , /—\
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We have an electret, so we have already a bias voltage and we could have use it to bias the gate,
without any resistor. However, we have to remember that the JFET shows a gate current, because it
is made out with a pn junction, so we have a reverse bias pn junction and a gate current. But this gate
current can go only into the capacitor and if so, the voltage across the electret capacitor is drifting and
so the node x has an unknown voltage. So in this case the biasing of the transistor depends on the gate
current.

What we can do is to connect the gate with a large resistor to ground. Thus in DC, because the gate
current is a DC current, the gate current takes preferably the path through the resistor and not the one
through the capacitor. Thus the voltage is biased close to zero by the large resistor (if the gate current
is small the drop on the resistor is almost zero) so we are sure to give a steady biasing of the gate of
the transistor to 0. The resistor Rg helps in the biasing of the JFET.

Is the Rg affecting the signal transfer function (from Vs to x)?

No, because if the resistor is sufficiently large, we have a high pass filter and the signal is transferred
easily to the gate of the JFET.

Hence the resistor helps in biasing because it provides an escape path for the gate current, but on the
other side it is not affecting the transfer from the electret microphone.
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The other capacitor Cpar represent the gate capacitance of the JFET but doesn’t play a big role.

This source follower solution is used but it has few problems:
- Itis not amplifying, we have a gain 1.
- If the Vdd voltage is the same shared with all the other circuits of the cochlear implant, this
Vdd voltage is going to be noisy, and the noise is represented by the other generator on the
bottom left connected to Vdd.

+ Electret microphone: a condenser
microphone with a permanent charge built

into it.
+ A self-biased JEET source-follower provides

Voo

low-impedance voltage output (G=1).
» JFET output resistance and gate
vour  Capacitances contribute to couple power-
supply (VDD) noise to V¢

Rs

NB: when we have a single power supply in common with all the amplifiers of the implant and also
in common with digital blocks (that introduce digital spikes), the Vdd is going to be very dirty.

The spikes are transferred to the output node of the follower by means of both the drain-source r0
impedance of the JFET and also through its gate drain and gate source capacitances.

So in the image we have with the ‘rombo’ the small signal model of the JFET, with the output resistor
r0 and the two capacitors. All these components create a parasitic path from the noisy Vdd to Vout.

How to solve these problems

i o

F ie = iyc=V/R
self-biased . F MIC IN"PNS
microphone _ —

with buffer |G—VOUT/V,N— Re/Rg

gain improvement
OVour vs. source follower

+ The larger the value of R;, the larger the
sensitivity to the input signal (G>>1)

+ Better power-supply rejection by biasing the
drain terminal through a quite reference
voltage (easier to be filtered because not
drawing current) instead of main VDD of the
whole circuit (which draws current)

We may use an alternative front-end, still based on source follower, but instead of reading the voltage
at the output of the follower, we read out the current. So the current of the transistor is read out by the
transimpedance amplifier. (the pole of the high pass must be at lower frequency than the electret signal)
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But I need to bias the transistor, the transistor drain cannot state to zero, it needs to be biased. It is
biased by putting the non-inverting input of the transimpedance amplifier not to 0, otherwise also the
voltage V- would be 0, but to a given reference voltage we want to apply to the gate of the transistor
so that the transistor is operating in a suitable biasing condition. By biasing V+ to Vref, since we have
a virtual shortcircuit in the amplifier, also V- is Vref.

The readout is done not reading Vbuf, but by reading imic (imic = Vbuf*Rs), which is readout and
converted in voltage through the large resistor Rf (if = imic). Moreover, Vbuf = Vin, because it is a
follower. In conclusion the overall gain between Vout and Vin is Rf/Rs.

Hence we simply choose Rf >> Rs and we have obtained a very good voltage amplifier - reading the
voltage of the microphone with a larger gain than before.

NB: when we have delicate sensor, we can use transimpedance amplifier. We still bias the sensor but
we readout the current of the sensor and not the voltage.

What about the noise?

We have no more Vdd, but the drain is biased through Vref. If Vref is noisy, also the drain is noisy
and I still have the problem. However this is a better solution because Vref is a separate and custom
power supply with respect to Vdd in common to all the circuit. Moreover, while the Vdd of the initial
configuration is receiving the current of the JFET, the new power supply is not passed by by any
current, because the voltage is supplied at the high impedance pin of the amplifier - we can filter
better the power supply.

36. ,
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When we have a noisy power supply (e.g. a noisy Vref or a noisy Vdd), I use RC filters. In this way
the noise of the power supply is low pass filtered. We put in the boards an RC network if we need to
filter the noise of whatever power supply, because we are doing a low pass filtering.

The noise il filtered better the larger the RC network, so that the pole is at lower frequency. Of course,
we cannot exceed to much with the values, in particular of the resistor.

Indeed, if we make the resistor to large and my power supply is flown (attraversato) by a current, so
the power supply has to provide not only a voltage but also a current, larger the R, larger is the drop
across R, so Vref we get after the filter is dropped with respect to the initial Vref.

Hence there is a difference in filtering Vdd in the initial configuration with respect to filtering Vref in
the second one, because with Vref I have 0 current, so I can put a very large resistor in the filter, hence
even if it is very noisy, I can filter it very well.

Conversely, Vdd has the current flowing in the JFET, so if I put large resistor for filtering I have a big
drop over the resistor = big problems.
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In conclusion Vref is a better voltage to be filtered than Vdd, because it is without current.

Subtraction of the DC current

The gain is larger the larger Rf. However, the current of the JFET flowing in the feedback is not only
due to the signal, but also due to the bias current of the JFET. Idc is the bias current, the current
flowing in the JFET with no signal (DC component). Imic,b is the AC component, the one to be
amplified, while Idc is annoying, because is going to saturate the amplifier if Rf is too large.

Hence it would be nice to subtract the DC component elsewhere and let only the AC component go
through the transimpedance amplifier (the AC component is a small current, so I can choose large
resistor before the saturation of the amplifier).

+ Alarge R; is desirable to achieve
large gain and low thermal noise of
the resistor
(microphone DC current |, would
saturate amplifier (2.8V supply).

+ Alow-frequency negative feedback

————— by Gy, Cpc and M, subtracts the

bias current of the microphone Iy ,

before amplification by the sense

------------------ amplifier.

| Ygur «+ Feedback is active only at low freq.

(<100Hz), while AC microphone
current |, , is amplified.

(pole given by Cp and the output
impedance of G,,)

Yelectret

.......................

The block in red is used to subtract the DC component of the JFET current. It is an additional feedback
that senses the voltage drop across the resistor Rf and produces a current Imic,a that is going to match
the Idc current on the bottom.

How does it work?

Let’s suppose that the current, whatever it is the DC or AC, flows first of all in Rf. The current, with
the orientation of If, creates a voltage drop across Rf.

In the upper part we have an OTA. Since the voltage on the right of Rf is larger than the one on the
left because of the previous considerations, we have current flowing inward to the OTA (if + > - the
current is exiting, otherwise it is entering, as in our case). Then we have the capacitor Cdc. If we are
extracting current from the capacitor, the node x is going down.

But we have also a pMOS. If the gate of the pMOS is going down, the pMOS current is increasing,
because a pMOS increases the current if the gate goes down. Hence we have a current increasing going
downward in M 1. This current is going to compensate the JFET current.

The red one is hence a negative loop. More current in Rf, more current is subtracted by the negative
loop.

Since we have a loop, the error signal (zero signal), we have a perfect negative loop when the feedback
current Imic,a is perfectly compensating the Idc, so no current is flowing in the branch where we have
Imic,b.
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By this component we have compensated Idc. But this compensation must be active only for the DC
component, not also for the AC component - I need to introduce a low frequency pole to kill the
loop at low frequency.

The pole is in the x node. It is given by the time constant given by Cdc and the output impedance of
the transconductor. The output impedance of the OTA is not 1/Gm, that occurse only when we have
the short, while here it is r0/2. So the tau is of a low pass filter so that the loop is functional only when
we need to subtract the DC current, but for the AC current due to the microphone the loop is killed,
the capacitor is shortening the node and the pMOS cannot change the current Imic,a = Imic,b flows
in the resistor and the amplification of the signal is granted.

AUTOMATIC GAIN CONTROL (ACG) CIRCUIT

It is an amplifier before the bandpass filters. This amplifier has to face a problem: with 77dB input
dynamic range, so with a very large dynamic range of the microphone signal (the sound covers a very
large dynamic range), if I would have used a standard linear amplifier, I could have not cover this
range.

Hence I use an amplifier that compresses the dynamic range form 77 to 57dB.

Vout

+ Automatic-gain-control (AGC)
compresses the 77-dB input
dynamic range to 57-dB
internal dynamic range, by
varying its gain such that soft

Vin sounds are amplified by large

gain while loud sounds are
amplified weakly.

» AGC is based on sensing the
output envelope of the
amplifier and using it to control
the gain of the amplifier itself
(feedback AGC).

« ltis implemented by a
variable gain amplifier (VGA)
based on regulating the
transconductance G,,; of a
G1/G,p configuration.

We use a circuit with a nonlinear transfer function. When Vin is small (low intensity acoustic wave)
we have linear relationship between output and input. But when the input signal is getting too loud,
S0 it is going to saturate the bandpass filters (that are linear circuits), I need to introduce a compression
in the gain.

So this is a compression amplifier and works on the principle of automatic gain control.
Automatic gain control means that the circuit, while sensing the signal, is automatically changing the
gain from high gain to low gain.

The circuit is based on Gm-R configuration. We recognize the configuration with a transconductor
Gm and a load which is the 1/Gm (another OTA). Gm1 is the gain of the first stage and 1/Gm?2 is
the load, and we put them to reference or ground voltage.

If we use a standard configuration, we have a constant gain amplifier, a constant Gm-R amplifier of
gain Gm1/Gm?2.
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However, the transconductance Gm1 is proportional to the tail current Ib. so if I found a way to
control the current Ib (that is Igain) with the output voltage of the amplifier (I take the output voltage
and when it is too large I reduce the current Igain), I reduce the transconductance Gm]1.

So the principle of this circuit called variable gain amplifier (VGA) is to have a standard Gm-R
amplifier but with an additional loop so that I record the voltage at the output and I control the current
of the input amplifier. The gain of Gm1 is compressed by means of Igain according to the sensed
output voltage.

This is done with an additional block that takes the output voltage of the main amplifier, converts it
into a current and, using this current, we change the current on the main amplifier.

We see that in the formula the gain current is modulated with the term at the denominator. If igp
increases, Igain decreases.

Vi is converted in a current igp
by an envelope detector (not
here reported)

(G1/G2)

: (IreF) ()

applied to the previous circuit:

®
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By controlling iED we control the current of the gain stage which changes the transconductance Gm1.
Hence we need a voltage-current coverter between Vout and iED. The circuit on the top is connected
to the one in the bottom with a voltage to current converter, e.g. by means of a resistor connected to
the node Vout. Then Igain is connected to Gm1. Igain is going to change the tail current of the OTA
then.

Thanks to the dependence of the transconductance by means of iED, if voltage increases, iED
increases and Igain decreases = reversed proportionality.

The circuit on the top is composed by a Gm-R (or Gm-Gm) circuit (G1 and G2). It is not the same of
the one in the bottom, but of the same type, in fact we have the ratio of the two transconductance in
the formula.

What is more tricky are the inputs. The voltages at the inputs of the blocks are created by diodes (x)
(they are BJT with a collector shorted to the base - it is just a junction, a base emitter junction, hence
Q1, Q2 and Q3 work as diodes). So if we push a current in a diode (like iED, Iref, Iedref), we get a
voltage across the diode that is represented by a logarithmic relationship with the current. The current
in a diode has the exponential dependence with the voltage, and if we flip the relationship, the voltage
at the input of G1 and G2 are related to the current we are pushing in the diodes by the classical
logarithmic relationship.
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Calculation

We have a Gm-R amplifier with voltages that are obtained through a logarithmic relationship with
the two currents Iref and Iedref, that are fixed, while iED is proportional to the output voltage.
The second equation is simply the Kirchhoff law in the node where we have Vb, where the output
current of G1 must be equal to the one of G2 (the one in Q4 is negligible and the other is in the
inverting pin of G2). The exiting current of G1 is equal to minus the exiting current from G2.

Now the equation in the bottom line is the same Kirchhoff law simply by substituting the voltages
with the corresponding equations according to the logarithmic dependence of such voltages with the
corresponding currents into the nodes connected with Q1, Q2 and Q3. For instance, Vgl+ is given by
the logarithmic relationship of the transistor Q2. So I take the equation in Q2 and I found to be equal
to VI*In(Iedref/10) (10 is the diode saturation current). Similarly, the voltage on the negative input is
given by Q1, and the voltage across Q1 is given by the other relationship. The same for the term on
the right.

The remaining one is the voltage Vg2-. This voltage is the voltage Vb at the input of the transistor Q4;
hence I can involve the transistor Q4 in the equation, and the transistor Q4 is responsible for the
current Igain - current Igain is present in the logarithmic formula.

What is missing is the solution of the bottom equation, that is based on canceling VI everywhere,
making the difference of logarithm, and then eliminate them by making the exponential. The result is
the one in the red box.

In this equation Igain is reversely proportional to iED with some reference constants and also by the
ratio of the gain of the transconducotrs at the exponents. But what matters is that we have
demonstrated that if Vout changes iED we change Igain and hence the transconductance Gm1.

AGC input-output compression

AGC Transter Characteristics

o'k || © Output Ampitude
: ‘| = Input Amplitide

output amplitude (Vrms)

10° 10* 0? 10? 10
input amplituce (Vrms)

Log-log transfer function between the input voltage and output voltage. If the amplifier would have

been linear, we would have a perfect straight line in the t.f, but as the amplifier introduce compression,
we see that the t.f. is not linear, maybe linear at the beginning and then we have the compression.
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BANDPASS FILTER

Vout
T log f
1 1
T
sC/G,
V — V —_—
T+ sC/6Gy
Voue = V. !
out T T 1 +5C/G,

+ The basic bandpass topology is a cascade of first-order high-pass and
first-order low-pass filters based on G, -C stages. The lower pole is
proportional to the bias current of G,, while the higher pole is proportional
to the bias current of G,.

« The major limitation of this design is its small linear range as the signal
amplitude is limited to the linear range of the transconductors.

We introduce a low pass filter (G2) and also the corresponding derivator (highpass, G1). The bandpass
filters are done by using a cascade of the two filters, one is the high pass (G1) with its time constant
that defines the low frequency pole that is given by the ratio between C and transconductance (by
change the transconductance we can change the pole) and a low pass (G2).

So by providing the suitable tail current Ibias (1 and 2) to the corresponding OTA we set the position
of the poles and so we set the bandpass. Of course for each channel we define a different bandpass
location.

There is a problem: the usage of a compressive amplifier before, the level of amplitude of the signal,
especially in the louder amplitudes of the sounds, is high, and in the OTA the assumption of a linear
behaviour is true only if the input signal is small, otherwise if it is large, the response of the OTA
becomes highly nonlinear. The problem is that we have a circuit devoted to amplification and filtering
of signals in a very high dynamic range and so the assumption of having very nice bandpass filter is
questionable, because the input voltage may be so large that the OTA operates in nonlinear conditions,
and if so we cannot use the normal equation of the filters, that rely on the linear operation of the
transconductor.
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TOPOLOGY WITH IMPROVED LINEAR RANGE

* The linear range is improved
by attenuating the output in the
feedback in order to limit the
voltage swing at the input of
the transconductors.

+ In the high-pass stage, the
signal is attenuated by a factor
of A+1, thanks to the partition
of capacitances impedances.
In the low-pass stage, a gain of
A+1 is applied to signals in the

sCy (A+1)G, passband, therefore the overall

|J::ias,f

DC floating!

Vour = Vi 2>
out in Gl + SCl(A + 1) G, + SCQA gain is unchanged!
in band center: as in the
T Vout ,I, log f v v sCy A+1) basic filter of
out™Vin ~Vin the previous
sC(A+1) 1 et

The problem is solved keeping the cascade of the two high pass and low pass blocks (not changing the
topology) but we introduce a voltage partition (at the input of the derivator and at the output of the
integrator) because if I have a voltage applied across two impedances and the AC1 is 8 times larger
than Cl1, the impedance that is 1/s*AC1 is going to be much smaller than the other 1/sC. So we have
introduced a penalizing voltage divider.

So to the OTA we applied a penalized voltage with respect to the input, so we bring at the input a
more friendly voltage, still in the region where the OTA is linear enough. - we introduce a linear
partition, a linear voltage divider.

In the low pass filter we introduce the same partition directly in the loop, so we take the output and
before closing the loop, we close it with the voltage partition = at the negative input of the amplifier
we introduce an attenuated signal, and if we do so we operate the OTA in a linear regime.

The one in the middle is the overall t.f., that is different from the previous product of t.f., because we
have the terms depending on A. But if we compute the gain of the formula in the bandcenter, that it
where we have our signal, in the center of the bandwidth the first pole has already been passed, so the
term on s is dominating in the denominator with respect to G1. On the right term (the low pass), we
are still below the pole, hence G2 dominates over sC2*A. In the end we have that Vout = Vin.

This result means that we haven’t changed the overall gain of the stage, we have simply changed the
application of the signal on the OTAs, because in the first G1 the signal is attenuate by a factor A+1,
in G2 we amplify by a factor A+1 so they compensate and the overall gain is preserved.

In this way, we have achieved the same gain as before so we don’t need to change the gain of AGC
amplifier, because the gain remains the same, but the OTA of the bandpass works with a smaller
signal at the input.

I cannot use only a partition because it would reduce the gain (if at the beginning) and I need to recover
the gain then.
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Calculations

37.
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Firstly, I compute the first partition on G1; the impedance on the right of a transconductor is 1/G1.
In the Bode plot, the central frequency gain is attenuated by a factor A+1, that will be recovered by
the integrator. Now we understand why the OTA G1 works better, that is because the voltage at its
input has been reduced with respect to the previous transfer function.

Similarly for the integrator. Vin’ is the output of the previous stage and Vo’ is the intermediate node.
If we do the calculation, we have the formula for Vo’. The final formula tells us that the voltage at the
input of the OTA is not fully the voltage in the full range of the circuit, but it is attenuated by a factor
A+1. Once again the OTA is happy because the signal at its input is an attenuated replica of the voltage
at the output.
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In conclusion the main concept is that we have attenuated the signals at the input of both stages, but
at the same time there has been no penalty on the overall gain of the filter, because in the center bando
of the filter the gain is still 1 as before.

Moreover, this circuit is not going to work, there is a basic problem, that is that the node V- of G2 is
floating, there is no DC voltage given to this node, because it is connected only to capacitor, and in
DC capacitor are open circuits, hence the circuit with G2 is floating.

TOPOLOGY WITH DC STABILIZATION

We have an additional loop given by G3 which is simply fixing the output voltage. So the output
voltage Vout which would be floating because everything in the G2 loop is floating, is fixed by the
additional loop, and it is fixed to the voltage Vdc. Why Vout equals Vdc?
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+ The transconductor G, adds a weak low-frequency path between V,_, and
G, input and constrains DC operating point of the circuit.

+ Acapacitance C, is added in parallel with the attenuating capacitances to
increase the filtering capacitance.

H( ’) _ ‘.‘i(:l(_é. + l)(‘r‘z
VO + A) + Gh] [Ga + 5 (Ca(A + 1) + ACH)]

(2 stages of this 2"-order filter are finally used in the system)

Let’s assume that this is not true, that for example Vout > Vdc. If so, we would have an imbalance
input at G3. We would have an exiting current that would integrate on the capacitor C2 and AC2 and
so the node V2- would rise, but if so, we have an entering current in G2 from the out, but if so, C3 is
discharging and so Vout is decreasing. So G3 and G2 perform a negative feedback so that the result
of the negative feedback is to fix the voltage Vout to Vdc. If this would not be the case, we would have
an exiting current which would restore things on the node of Vout.

If we do the calculation again, we still get a t.f. with one zero and two poles, simply we have in addition
the effect of C3, that helps in defining the pole in addition to AC2. So we have not only AC2 but
A(C2+C3), but the t.f. is the same.

In conclusion, in the real circuit we have a cascade of this structure, that is replicated twice, so we
have 4 poles and the roll off is of 40dB and not 20dB.

ENVELOPE DETECTOR

It is a circuit that takes the peak of the amplitude after the bandpass filter. The output of the filter is
still the sum of sinusoidal waves, but filtered in a given bandwidth and we need to pick up the peaks
of these sinusoids.

+ Itis based on a G, -C filter, but
as the Gain = -1 the loop Iis
closed on + and not on -.

1';Jut = (1;11)/(1 + '-‘-"(i(--"/c'(m_))
Toue = (sC - Vin) /(1 + s(C/Gwm))
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High-pass:
= min. signal freq. ~ 100Hz
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The enveloper detector is composed by several blocks. For now the light blue is a mystery box, we
concentrate on the loop now (in red). The loop is a Gm-C filter, the only difference is the block in the
middle that is a gain = -1 buffer. So if we have a current in the input, the current at the output is
flipped by sign. So if we insert an inversion, we will notice that the loop of the Gm-C is closed at the
non inverting input. In the classical Gm-C it is closed to the non inverting input, but since n the middle
we have inserted an invertion, to keep negative the loop we need to close it on the non inverting input.
Besides this, the t.f. is the same of Gm-C.

However, we are not interest in the voltage output, but to the current flowing in the capacitor C. This
current is equal to the voltage divided by the impedance of the capacitor 1/sC. The relationship
voltage vs current is no more a low pass filter, but a high pass filter, because we have a voltage to
current conversion through the capacitor. This current is mirrored to the transistor where we have
Irec, so Iout = Irec. If so, we have obtained a high pass filter.

The goal of the high pass filter is to filter the possible noise sources below 100Hz. (if we change the
capacitor C for each channel, we can set a specific high pass frequency for each channel)

In conclusion, we have transformed the input voltage into a current in the transistor (Irec) but we have
also add a high pass filter because we want to cut the frequencies that are not interesting and filter out

the noise.

Let’s now disclose the box in the middle.

+ IfV,<0=I,>0and flows in the
bottom mirror and in | ... The
upper mirror is off.

» IfV,;>0 = |, <0 and flows in the
upper mirror. The bottom mirror
is off and no current flows in |
= half-wave rectification.

Vin
Peak Detector] /\ /\
VAVAVA

Irec Ienv I

rec-

cascodes

driver

env

= | t
Note: full-wave rectification can be obtained by sending PMOS- * | 1e.rir:e envelo

. . . . env pe of ..
mirror current to an NMOS-mirror and adding this current to | .. (circuit not shown here)

It is a cascode plus a current mirror. It is a pMOS cascode and a current mirror on the bottom and on
the top we have an nMOS cascode and a current mirror. The cascode and current mirror in the
bottom implement the gain = -1 t.f, because when a current is entering in the pMOS cascode, we
have a flipped current at the output, thanks to the mirror. So it is indeed a current buffer with gain = -
1, because we have flipped the sign of the current.
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When does the bottom cascode and mirror work?

When Iin is positive with the direction of the red arrow, because only a current larger than zero
(positive) can enter in the pMOS cascode, the top cascode is off. Iin is positive only when the input
Vin is negative, because in this case the transconductor produces an output current.

So negative input, in correspondence of the negative part of the wave, we have a positive exiting
current lin and it is flipped. Then the transistor with Irec is simply a replica of transistor of the mirror
x).

If I plot Irec as a positive current, Irec exists and it is positive only in correspondence of the negative
lobes of the waves (red plot on the left). The negative lobes are hence producing positive currents on
the output of this circuit. Then if I take a stage (peak detector, a rectifying stage) that is sensitive to the
peaks, the current Ienv is just the peak of my rectified halved wave.

This is the so-called half wave rectifier. It is half wave because we have rectified only the negative
half wave. Infact, the positive lobes produce an inward Iin in the OTA. But if we have lin as so, this
current cannot go in the cascode below, because it can accept only current from the top = hence the
n-cascode and the mirror are switched on, but this cascode and mirror are going nowhere, Irec is no
connected -> positive lobe is not connecter to Irec.

How can we modify it to have a full wave rectification?

Positive lobe
It means Iin inward in the OTA.
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This inward current is compatible only with a n-cascode, then we have a p-mirror that is going only
on the capacitor, while the p-cascode in the bottom is off.

However, I have the Irec transistor, which is now connected an off block (blocco spento). To have a
full wave rectification, it is sufficient to take an auxiliary exit from the top mirror (x), I connect to a
current mirror (the current flowing in the top is hence mirrored) and this current can exiting from the
transistor and join Irec.

So normally Irec is only connected to the mirror below, but now it is off; when we have positive lobes,
the mirror at the top is taking the current. But if I take an auxiliary exit and use a nMOS mirror, I have
a current in the same direction than the current that was collected during the negative lobe.

In this way we, in correspondence of positive and negative lobes, a full wave rectification.
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Cascode driver

* The cascode driver stage bias
the gates and switch-on Mn and
Mp depending on the signal (see
example in the figure below for
the case: V<0, |, >0)

in

n

Peak Detector

Note: Transistors h and k creates a DC voltage
difference (Vy) to bias the cascodes gates (stage AB).

It is a service circuit that switches on and off the cascodes. It senses the direction of the current, because
according to the direction of the current the input node x goes up or down. For instance, if we have
an exiting current Iin the node x will step up (if we inject current in a node, the node goes up). The
amplifier in the middle (bigger one), when we have a positive input, switches on the pMOS and off
the nMOS. It is done following the circuit on the right.

The output are connected, respectively, to the top transistor and to the bottom, so when we have a
positive input of the amplifier, we have a signal current going up on the left, a signal current going
down on the right, the two currents are mirrored and on the left extreme branch the current goes up,
it is again mirrored, extracted from y and to se point y that is the gate of the nMOS transistor is going
down (if we extract the current from that node, the voltage of that node goes down).

In this way we are switching off the nMOS because the gate is going down. Conversely, the current
mirrored on the right side is also extracted from node z, so also the node z is going down, but it is the
gate of a pMOS -> if the gate of the pMOS goes down, it switches on.

The two transistors h and k implement the AB-stage, are two transdiode that keep the voltage

difference between the two nodes, of the transistors Mn and Mp, positive in a way so that the two
transistors are not completely off but in weak inversion
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LOGARITHMIC AMPLITUDE-TO-DIGITAL CONVERTER (ADC)

+ Acustic amplitudes are log-compressed into electrical amplitudes:
sound (dB) — linear relationship — | mus (UA)

+ ADC is based on a diode to compute the logarithm, a transconductor to
perform voltage-to-current conversion and on a dual-slope ADC
(same clock and counter shared for all channels)

The dual-slope ADC:

O
v, : . .
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| WLR et / -
V+ S L Comp Ve ‘
- T ot

auto-zeroing circuit

We want to convert the envelope in a digital word. It is a logarithmic ADC because we need to
compress further the signal so not to exceed the comfortable hearing level. In practical terms, the
sound already in dB is linearly converted into a stimulation current. To make a logarithmic
compression we use a diode.

We start with the ADC topology. It is a classical dual slope ADC (Wilkinson ADC). It consists of a
transconductor (OTA), we provide different input voltage according to the phase at which we are
(input analog signal, Vref, negative replica of input signal for polarity reason) and then the output
current of the OTA will be integrated on the capacitor and then we have a comparator that is
monitoring if the voltage across the capacitor is crossing zero. when it will cross zero, so become lower
than 0, the comparator will switch, and we will have a digital-like signal indicating the end of the
conversion.

These blocks (OTA, Cint and comparator) represent the typical dual slope ADC.

We have an additional block on the bottom, which is just a service block called auto-zeroing circuit,
that doesn’t cover a functional role, but it is used to compensate the offset at the input of both the OTA
and the comparator. The offset of the OTA and comparator introduces errors in the conversion, so
this circuit allows for compensation of them.

ADC OPERATION
It is divided in 3 phases:
- Autozero (phase I)
- Signal integrate (phase II)
- Reference deintegrate (phase III): conversion takes place in phase I and III

Phase II: Signal integrate

In phase IT one input of the OTA is kept at a reference voltage (V+), while the negative one is
connected to -Vin, so we should have recovered somewhere Vin from the previous stage and we make
a negative replica so that in this phase the voltage across the input of the OTA 1is positive as indicated
by the arrow in picture 1. If we have a positive voltage, the current is going out and it is integrating on
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the capacitor Cint. So we have a ramp, and the slope of the ramp is proportional to the input signal to
be converted (larger the voltage, larger the current, steeper the ramp).
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We have a clock and we allow this integration lasts a fixed time, Tint. Then we reach a final voltage
Vf and we move to phase III.

Phase III

The input now is changed to a specific voltage that is called Vdeint, the voltage at the input of the
OTA flips and changes sign and hence the current at the output of the OTA changes sign and of course
we start to remove the charge accumulated on the C on the previous phase.

The peculiarity of this phase is that, while in previous phase the slope was proportional to the signal,
in this phase III; since we are applying always the same Vdeint voltage, the Ideint current will be
always the same, so the slope will be constant.

Hence we have change in slope in phase II and constant slope in phase III (plot on the left).

In this phase we start the counter again, the clock, and we reach a 0 charge on the capacitor when the
voltage on the capacitor is 0. In this case the arrival to 0 is detected by the comparator, because when
the voltage crosses zero and becomes negative the comparator rises the output. When this happens (C
completely discharged and voltage reaches 0) the clock is stopped.

The ADC conversion consists in the calculation or counting of the number of clock pulses. By
counting them we compute the integration time that is proportional to the input voltage. Indeed, the
larger the input voltage, steeper the slope and so longer will be the time to reach zero.

The conversion consists in counting the ck cycles from a minimum of 0 (if Vin is 0) up to a full scale
range that is the maximum voltage allowed to be integrated on the C and the resolution is the ck cycle
and the maximum range is the maximum number of ck cycles we are able to count for the maximum
voltage.

In the bottom we have the calculation of what just described. In both integration and deintegration
the amount of charge accumulated on the C will be the same and so the product current * time is
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constant and so by counting the deintegration time as the deintegration current is constant and
integration time is constant, the only variable is the integration current that is proportional to the input
signal and so we have a perfect proportionality between the number of clock counted and the
amplitude of the signal.

The advantage of this ADC with respect for example to the single ramp is that single ramp are based
on a ramp proportional to Vin, so we place a reference voltage and we count how many ck cycles has
occurred before reaching a given threshold. The advantage of this dual slope circuit is that integration
and deintegration happens on the same capacitor. If we would have a conversion relying on the
absolute voltage value across the capacitor, this current to voltage conversion would depend on the
value of the capacitor, and if the value of C changes prototype by prototype, we would have a
conversion factor depending on the value of the capacitor.

Since in this case the capacitor is the same in both phases, if C changes, of course we change the slope
in phase 2, but we also change correspondingly the slope in phase 3 > any change of the capacitor is

irrelevant with respect to the final conversion > insensitivity to the value of the capacitor.

Now we move to some details. The first is the sensitivity of this conversion with offset of both OTA
and comparator and how the auto-zeroing circuit solves the problem.

Effect of OTA offsets (if auto-zeroing is not used)
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Let’s consider the OTA and that we don’t have the auto-zeroing circuit. When we connect the OTA
to an input voltage we have a voltage Vos1 that depends from prototype from prototype that is usually
represented as a voltage generator at the input of the circuit. If we have this voltage generator, the
overall voltage across the input is not just given by the difference between input and Vref, but it is
given by Vin, Vref + Vosl (offset value). As the output current depends on the overall voltage at the
input of the OTA, the current we are integrating on the capacitor is sensitive with respect to this offset.

A similar problem arises even at the input of the comparator. If we have such a voltage, the comparator

is not fired when the voltage on the capacitor Cint reaches 0, because having 0 on the capacitor doesn’t
mean to have a zero on V- of the comparator, but we have 0 + Vos2. If the offset is represented with
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the polarity as in the image, we need to have a more negative value on the capacitor, so we need the
ramp to continue up to negative values on the capacitor before the overall input voltage is 0, and so
before the comparator is fired.

Hence the offset in the OTA produces a mistake in the slope of the ramp, because it acts on the input
signal, while the offset on the comparator produces a mistake on the time when the ramp is supposed
to cross 0.

Of course, if the offset would be the same forever, these mistakes could be calibrated, but if they change
with time, temperature or other non-deterministic factors, we introduce and error in the conversion.

This bring us to the auto-zeroing circuit.

Phase I: auto-zeroing circuit
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At the end of this phase, all capacitors are charged (1=0). Virtual short circuits at
the inputs of OTAs transfer offset voltages on the capacitors.
= V+Vog is stored on C,,. As offset it is stored on V+, it will be then applied
to both inputs and will not affect the measurement.
= -V g, I8 stored on C,,.. It will not count anymore in the zero-crossing.

It is the starting phase, before we apply the input voltage at the input, but we apply a reference voltage
that we want to store on the input of V+, on the capacitor Caz. By the way in this phase we also
explain how the reference voltage in phase 2 is given, since it is programmed in this phase on the
capacitor Caz. Then this voltage will remain for the rest of the conversion.

When we close the loop in this auto-zeroing circuit, we connect the output of the comparator and we
create a negative loop. In this negative loop, as long as the voltages at the inputs + and - of both OTAs
(the first and the comparator, also the comparator is an OTA) are not the same, by definition we have
a nonzero current at the output of the OTAs.

In the autozeroing phase the voltage on pin x is not equal to the reference on the other pin V+, and so
we have current starting to flowing outward, changing the voltage on the — of the comparator and so
when — changes, the current outward from the comparator changes.

The negative loop stops when we have a virtual shortcircuit at the input of both amplifiers, otherwise
we would continue to integrate current on Cint and Caz.

Hence the final situation is when we have the virtual shortcircuit.

But if we have this virtual shortcircuit, which corresponds to a static condition of the loop (with 0
current everywhere), by the K. law, in the network at the input of WLR, in the node x we have the
reference voltage plus the offset (Vos1).
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So we have accumulated on node x not only the reference voltage that was needed to start phase 2,
but as a bonus, we have programmed on Caz also the content of the offset generator. By the K. law,
Vref + Vos is equal to the voltage in x.

This is very nice because when we will have in phase 2 the input voltage, in reality we will have the
input voltage plus the offset (on the — pin) but on the other pin (+) we have also the offset, which has
been previously programmed, so offset and offset cancel out (we have offset voltage on both inputs)
- the new voltage difference will depend just on the voltage difference between Vref and Vin, because
the offset will be cancel out.

Hence during the autozeroing phase the offset is cancelled because already programmed in this phase.

The same applies for the second OTA, the comparator, because if the current is 0 in output, we have
a virtual shortcircuit and for the K. law the voltage accumulated on Cint is -Vos2. So when at the end
of the second integration we have completed the complete disintegration, we will have a remaining
content of charge on the capacitor which will compensate the offset of the comparator so that the
comparator is fired at the right time (the two offset Vos2 cancel out).

Recap: phase I is the autozeroing, phase II is the integration of the signal (offset is no more a problem,
it is self compensating), phase III is the removal of the charge on the capacitor, so a fixed slope and in
conclusion we have that the same charge added has been removed, the capacitor Cint doesn’t play
any role because has been integrated and deintegrated and in the end by counting the ck cycles I get
an information about Vin with a quantization error given by the ck period.

Qadded = Cremoved (independent from Qgyserp Pre-charged on C,y)

Ting X Ting = lgeine X Taeint  (independent from Vg, applied to both inputs)

depends on V;,

Taeint - Inoims X Tint

Adding logarithmic conversion to the ADC
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We need to add a logarithmic conversion = we add a diode. Nothing is touching the ADC; that
remains the same we have introduced so far, we simply add at the input a logarithmic conversion
between the signal and the voltage at the input of the ADC.

How is the Vin signal is generated?

It is generated through a diode and the diode has the input current that is the current coming out from
the previous circuit (envelope detector, Ienv), and we have a logarithmic conversion between the
current and the voltage.

During the Iref phase, so the autozeroing, we send to the diode the Iref current (not Iin) and the input
of WLR are shorted, we have on + exactly what we have on -, including the offset. Hence on the two
inputs V+ and V- that are shortcircuited we have the voltage across the diode, that is given by: -
phiT*In(Iref/Is) + offset, where phiT is the thermal voltage and we have an additional term in case
we have an offset. Hence the voltage at V+ and V- is equal and equal to the voltage across the diode
and the minus sign is because x is considered ground, and the other y a lower voltage.

During the first integration phase, we now connect the diode to the generator Iin as in the image, so
we generate a voltage that is now applied only to the — pin, because the + pin is now fixed to the
previous voltage (-phiT*In(Iref/Is)). Instead, during lin integration on the other pin (-) we have the
voltage written in the picture, that depends on the input current. So in this phase the differential voltage
at the input of the OTA, with the sign marked in the image, is equal to V+ - V-, so we have the last
formula.

In conclusion we get that the voltage across is proportional to the logarithm of the ration between lin
and Iref > we get the desired logarithmic compression.

Once we have a logarithmic representation of Vd, for sure the slope (during deintegration) will just
depend on the transonductance of the WLR OTA.

The following is the result.
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The input scale is logarithmic (log on the input current) and the vertical scale is already the linear
representation of the digital code > straight line.

Independency of the temperature

Iow = G+ Vi (linear V — I transformation)

= i 7 In i
)/f Iet
as in subthreshold transconductors V, depends on T as ¢; (g4, =KT/q, V,=2¢,/k)
> dependency on temperature remains only on |,,.
= if we assume |, constant during both integration and de-integration, then long
term variation of |, with T is cancelled out by the dual-slope topology
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The logarithmic conversion is independent from temperature. This is important because the cochlear
implant is inside the body, so if we have that some parameters like the OTA gain or the current
generators Iin and Iref depend on the temperature, we may have a conversion temperature-dependent.
This is not true because the current Iout at the output of the OTA that is used during integration is
given by the transconductance Gm times the differential voltage Vd just computed before.

The Gm is given by the tail current Ib of the OTA divided by VI. V1 is then twice the thermal voltage
divided by the subthreshold coefficient. So we have thermal voltage at the denominator and at the
numerator of Iout > cancels out, so we have independency of the integration current on the
temperature.

In the plot we see that by changing the temperature over a very large range, the conversion remains
constant. The only remaining dependency on the temperature can be the generator Ib.

If Ib changes with temperature, of course we will have a change in Gm, but it is sufficient that the
generator Ib doesn’t change during the two last phases.

Hence if during phase II and III the generator doesn’t change (quite obvious because the two phases
last for a very short time), if we have a temperature variation on long time, the temperature dependence
of Ib doesn’t matter, because the important thing is that Ib remains the same during the two
integration2 (hence the two phases).
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INA FOR ECG

The ECG is generated by the AP of the heart cells. There is a small amount in the top part of the
atrium that is generating a trigger signal that depolarizers the other cells so to have a propagation of
the signal through the heart. This will generate an electric filed that propagates through the chest of
the patient and that can be recovered from the skin. It is unipolar.

Usually, the vector that defines the electric field will propagate in space with a direction, so we will
find a negative and positive values of voltage on the two sides = we want to find a differential signal
that gives us the amount of E generated.

This differential signal to be recovered is in the order of 100uV to ImV upon a CM signal that can
span over 100mV to 1V. These CM fluctuation in the voltage space are usually given by interference
signals.

Hence our project needs requirements: we want a differential amplifier that takes as input a differential
signal and amplifies it so to have a scale of the differential output in the order of 1, 2 or 3 volt >
differential gain in the order of 10"3, and we mustn’t amplify any common signal with the same gain.
Indeed, we use a few volts biasing for our circuit, we can image that 1V signal amplified through the
output will saturate the amplifier > we need a CMRR that is higher than 10”3 or 4, something around
90dB.

Ag 108

BW  (fiow =0.16[Hz]) + (fnign = 25[Hz])
CMRR >90[dB]
T vy < 10[puV]

Moreover, the noise cannot fluctuate more than few microvolts. The noise superimposed to the signal
must be at least one tenth of out signal 2> 10uV.

To keep the noise low, we need a suitable filtering for our circuit to eliminate all the noise in the
spectral frequency - our ECG recovering instrumentation must be built so to have a bandpass filter,
because our signal is between 0.16 and 25 Hz.

In order to get to a successful design of our instrumentation we have to:
- Compute the frequency response of the INA.
- Size the components to fulfill the design requirements.
- Study the CMRR of the INA and the equivalent noise.
- Design an equivalent electrical model for the electrodes, to get if there are physical reason to
change our configuration.
- Check if the design complies with the requirements.
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INA FREQUENCY RESPONSE
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This is a typical INA made of 3 OpAmp. We will divide the schematic in two stages. The first stage
has a very large gain so to amplify the signal as soon as we can and in the second stage we have just a
differential stage (classical differential amplifier).

1* stage

s2Cg Ry

=l =
(1+sCaR)(1+5Cg Rg)

$2CACGRARG+S(CARy+CGgRg+2Cg Ry) +1
(1+sC4R4) (1+5CgRg)

Node A under a differential signal can be considered at ground. Indeed, if we apply a differential signal
at the input, we can model it as a positive differential signal on one node of the amplifier and an equal
but negative differential signal on the other input. Because of the feedback loop of Ca and Ra, the
voltage in C is at -Vd/2. The same happens in the other part of the stage, the positive differential half
for B.

Hence the node A sees exactly the same impedance through B and C, so it can be considered as
grounded, doesn’t change its voltage. If node A is always at ground, then the circuit is split in two
halves, two noninverting amplifiers.

Hence the differential voltage is propagated towards Vo2 and Vol propagating hence a differential
voltage.

NB: the transfer function of this stage has 2 poles and 2 zeros.
Moreover, if we apply a CM signal with respect to a differential one, the two B and C are kept at the

same voltage, so we will have the branch with Rg and Cg with no potential drop = no current flows
in this part. Because of this, when we apply a CM there is also no current flowing in the feedback
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branches of the first stage amplifiers, so the CM input is directly transferred to the output, because
there is no current flowing through the feedback branches.

On the second stage, the CM signal, since we have a differential amplifier, in the ideal case there will
be no Vout generated due to the CM. This is good for our application, there is amplification only for

the Vd and not Vcm (Vem is not amplified in the 1* stage and cancelled in the second one).

TRANSFER FUNCTION
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In the end we have 3 poles and 2 zeros in the overall t.f.. We want to get a bandpass filter in the region
where our signal is (0.16-25Hz), with a large gain in this region and also a very large CMRR.

We want to cut the low frequencies = a zero very close to the DC frequencies. Moreover, we want to
sharply cut the higher frequency. Poles P1 and P2 define the width of our band pass filter.

We can build a t.f as in the image, where the poles pl and p2 define the band.

A good practice in electronics is that we must try to have as much gain as possible close to the source
of our signal - INA must be designed so to have all the gain in the first stage of the amplifier and
then we will use a second stage with gain 1 to kill Vcm.

Moreover, in 1% stage, to reject the low freq, we can use the capacitance Cg so that the differential
signal at the input in the low freq domain is decoupled, so that there is no current in the Rg-Cg brand
and if no current flows, then for the CM signal we will have the output voltage that is simply the copy
of the input voltage (no amplification), and the same in DC when the C are open circuit.

If we see this from the t.f. point of view, we see that the gain of stage I is inversely proportional to the
impedance Zg, so if Zg is very large, then there is no amplification in the signal that propagates from
the input to the output = amplifiers 1 and 2 are in buffer configuration

We need to keep the amplification close to the source of the signal for 2 main reasons:

- If we amplify the signal closely to the source, we get a large signal that propagates through the
next circuits. Hence the noise will be superposed to a large signal and we will have a large
signal to noise ratio. Moreover, if we try to compute the equivalent input noise, we will find
that the noise generated from sources after the first stage has a smaller weight on the signal.

- If we have a CMRR in the second stage that is affected by some components, having a larger
gain in the first stage allows us to neglect the contribution of the CMRR in the second stage.
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POLES AND ZEROS

The first pole is due to the feedback resistance of the differential amplifier in the second stage. Hence
the first pole is identified by the couple R2-C2.

In the first stage, similar to what happens in the second stage, that is when C2 is comparable with R2
we have a pole, when Ca has an impedance similar to Ra, the impedance in the feedback branch
decreases and we have a decrease in the gain. So in proximity to the frequency where this happens,
that is when Ca is similar to Ra at least in absolute value, the gain reduces and we find another pole.

As for the 3™ pole, at 0Hz the capacitance Cg is completely open and the two feedback branches see
and infinite impedance on the g-path. Hence this pole says that when Cg is starting to decrease its
impedance, the g-branch has an equivalent impedance that gets smaller, so the gain (of the
noninverting amplifier) increases.

However, the gain doesn’t increase up to infinity, but there is a frequency at which the Cg becomes
comparable to Rg and so we will get the maximum of our gain = Rg*Cg is our 3" pole.

To identify the position of the zeros, I need to build an equivalent circuit.

The first pole is with a tau of Ca*Ra. Similarly, the third pole is at C2*R2. If in the differential stage
the impedance of C2 gets smaller than R2 impedance, then we don’t build an output voltage and we
don’t get any gain (high freq).

The third pole is given by the fact that in DC we have a complete decoupling if the feedback branches
of the opamp 1 and 2 up to a point where Cg becomes negligible with respect to Rg.

Computation of the zeros
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We know there is a very large space between wz1 and wz2 because of how the t.f. is build. So we can
consider the feedback capacitance Ca as an open circuit where we are below its pole and Cg as a
shortcircuit above its pole.

Let’s focus on wz1 and let’s see if there is a frequency at which I have a differential signal at the input
but still I cannot have any differential output. If I use K. law, I see that the output is 0 if there is no
drop on the series of Ra, Zg and Ra. If I suppose there is a current iRa is not zero, is there any wzl
that is leading me to a null drop at the output of the amplifier? I'm supposing there is a current in that
branch but no voltage between Vol and Vo2 (this is the definition of a zero).

If I do so, then I have to impose the term in the parenthesis to 0; I find that the time costant of my first
zero is equal to the time constant of the pole multiplied by the gain of the first stage.
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I can now apply the same reasoning to the other zero (in the HF part). Cg can be considered as a
shourtcircuit. Again, I can suppose that there is a current flowing in the Rg with a null output voltage.
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We get the result as in the image. It is at very high frequency, hence another property of this circuit is
that while the low freq zero is put at very low freq by our architecture, the HF zero is delayed in
frequency by the same gain of the first stage > I can get a very large bandwidth to operate and properly
filter the noise in my device with these zeros.

DISCRETE COMPONENTS SIZING
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We know that the LF zero of our t.f. is at a frequency defined by the Cg. So we take Cg very large
(470uF). We want it very large because even if we choose the frequency of the pole as the product
Rg*Cg, we don’t have Rg very large, because Rg is at the denominator of the gain of the first stage, so
we want it relatively small. Moreover, we can select Rg so to have the Rg at the frequency of our high
pass filter to target our flat bandwidth.

We want moreover to keep all the gain in the first stage of the INA, so in the second stage we choose
a gain = 1 > R1 = R2 (in the order of 100kOhm, not so large to have noise propagating in the second
part of the circuit, but big enough so not to have too large currents). We also want to have a flat band
gain in the order of 1000 - Ra = 12MOhm.

Moreover, to properly filter the HF part of our signal, we want to pose wp2 = wp3 at 250Hz, ant in
this way, because we know Ra and R2 we can size Ca and C2.
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CMRR: IDEAL CASE
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It is the ratio between the differential gain of the INA and the CM gain. If we don’t have a sufficiently
large CMRR, then our circuit won’t operate in the correct biasing point, but it will just be subjected to
the very large input voltage fluctuation and so won’t be able to recover our signal.

CMRR: NON-IDEALITIES

Real op-amp finite CMRR Real components mismatch

Combined probability density function of (R1, R2)
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Theoretically, the CMRR is infinite in the ideal case, because the first stage has a propagation of the
CM signal that is 1, while the second stage has a gain for CM input signal theoretically equal to 0. But
what is affecting the CMRR in the non-ideal case?

What we want to have in our INA is a net 0 gain for the CM from input to output. This is mined by
the modelling of our circuit. We usually think about the small signal behaviour of our electronics, but
our electronics is working in a certain biasing condition and with non-ideal components. Its opamp is
working with a biasing condition that changes in time when I change the CM of the input and all the
components have not the ideal value we expect, but a small fluctuation in their values.

A very easy way to model the nonideal behaviour of an opamp is to take an ideal opamp and put in
series to that a voltage generator that models the non-ideal behavior. V-epsilon generates a differential
input for the opamp and consequently an output that is proportional to the CM at the input of the
amplifier. V-epsilon is proportional to the CM gain and CM input.
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Regarding instead the discrete components such as R and C, we cannot use a modeling as for the
opamp. We need to take into account that the values of these components are statistical values and
then check what happens to the t.f. if we go at the extreme boundaries of the probability distribution
of the distribution of our components’ values.

For example the ideal value for R1 and R2 is 100 kOhm, but the probability that I'm picking this value
is 0, and I will get instead different combination of the resistance R1 and R2. The worst case is when
the two resistance are very imbalanced, because the t.f. won’t be anymore the one of an ideal
differential amplifier and we will have some CM gain in the second stage.

Let’s now model the opamp as a finite CMRR amplifiers - we put equivalent differential signal
generators. Let’s imagine we are applying a CM at node + of OA1. The generator in series with Vcm
generates a differential input at the OA1. For OA1, we have that V-eps1 (that models the differential
signal at the input of the amplifier that is generated by CM voltages at the input) is propagated at the
output exactly as a differential signal.

So we have to choose OA1 and OA2 very carefully, they must have a very high CMRR.
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Moreover, if we try to check what is the effect on the input of CM in the amplifier 3, we will see that
the CMRR limitation given by OA3 is decreased by the gain of the stage I. This is another reason why
we want to keep the gain of the first stage very large, because not only it helps to reduce the effect of
the noise on the second stage, but also helps to reduce the influence of the 2™ stage on the CMRR.

Component mismatch

If we imagine to have a mismatch between the resistances
Ra, then we will see that there is no effect on the CMRR.
This because the gain of the 1* stage for a CM signal is 1, and
so there is no current flowing in Rg for an ideal behavior of
the OA1 and OA2. So because there is no current flowing in
Rg in presence of a CM signal, the CM is just copied at the
input of 2" stage. Hence even if there is an imbalance
between the resistances in the feedback branches, this won'’t
affect the CMRR.

G
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In this case, the CMRR given by the component mismatch is
just the gain of the first stage, because the gain of the CM is
1, so the ratio will be G(I).
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As for the component mismatch consequences on the 2™ stage, the CMRR is changed.

In conclusion, what is limiting the CMRR of the INA is the mismatch of the resistances in the 2™
stage and the CMRR of the two input opamp.

The only option we have is to limit the CMRR by selecting correctly the opamp at the input of the
INA, because they have a big influence on the CMRR of the INA.

NOISE

t
2 MEASUREMENT 2

t,
1 MEASUREMENT 1
. i"
Sn,v

A
Snpi=4KTR Suwv= Sno (L+£/0)

of o f

> >

As seen for the CMRR, also the noise is modeled in electronics using ideal components that we add
to our circuit to mimic the physical effect of the noise. For example, if we want to take into account
the thermal noise that is generated into resistors, we have to add a parallel current generator to the
resistor. Similarly, if we want to take into account the equivalent input noise at the input of an opamp,
we need to add a current generator in parallel to the inputs and a voltage generator in series.

Anytime we make a measurement of our voltage amplitude, there is a fluctuation superposed to this
voltage that is considered as a statistical variable that is the noise. So we don’t know a priori what is
the amplitude of this fluctuation and its punctual value, but we know that we can model the noise in
electronic circuits using the noise spectral density.

We start from anywhere in the circuit, we compute the effect that each noise source has on the node
we want to analyze and then we use the computation of the variance to check what is the effect of the
noise source on that specific node of the circuit. So anytime we need to compute the contribution of
the noise, we add the noise sources to our schematic, then we compute how much each source
influences the node and then to compute the fluctuation over this node we have to compute the integral
of the noise spectrum.

The integral of the noise spectrum is equal to the variance of the signal that we are seeking.

Wiener-Kintchin Theorem: Signal variance calculation:
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INA equivalent output noise
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Because we imbalanced the gain in our INA, we have that the influence of the noise over the output
node of the generator that are on the second stage is negligible, so we will focus only on the noise
generator of the input stage, that are the noise generators associated to OA1 and OA2 and the noise
generators associated to the resistances Ra and Rg. Once their effect has been computed, we will
integrate the spectral density that we have, we will compute the fluctuation at the output node and
then we can compute the equivalent input that corresponds to these fluctuations just by dividing by
the gain of the INA.

(see notes for analytical computations)

If then we take into account all the contributions together we get the following.
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The first equation of the system is the contribution given by the opamp, the second one given by the
resistances. The input noise generated by the amplifiers can be divided into two contributions. The
first contribution is given by the voltage noise at the input of the amplifier, the other is the current
noise at the input.

As for the resistances, we have the Rg and Ra contributions.

The overall noise at the input of the INA is given by twice the noise of the opamp, and the noise
associated to the resistance Rg (4kTRg). The middle term is the input current noise of the opamp that
has been transferred towards the output and then back to the input.
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We can also compute the ration between the noise of Rg and Ra (in the rectangle). We find that the
noise associated to Rg is higher than Ra, because the current noise of Rg is amplified by the feedback.
Hence we can neglect the contribution of Ra to the noise. Secondly, we can also neglect the
contribution of R2/R1 because we fixed the gain of the second stage to 1.
If we know compute the equivalent noise, that is the equivalent fluctuation at the input that generates
the output noise, we have to take the output noise spectral density (that is the sum of each spectral
density) and divide it by the gain of the INA.
Once we do that, we find the expression in the upper part of the image below. We need to compare
this with the signal we want to retrieve then. Since we have signal at the input of the electrodes that
is, differential, and between 100uV and 1mV, we have to keep the noise below 10uV -> we have to
verify that the input equivalent fluctuations are smaller than 10uV.

G

R, 2
stot _ 2Al 2Al r n
5n(.'in(f] i z‘zr/l,u[/) +25;1,i(f) (?) +4kTRg

’ Rg\?
2 7y Al Al G X Z

Input Voltage Noise Spectrum

LTC-2057 - Il:l:l“c‘unnnl Noise Spectrum

s4 = (11 [nvivEZ))

no(f) =

2
i = (015 [pA/VHzZ])

, I .‘ 1
4kTR(;:(19,9 [nVIv HZ]) o 1T 10 10 % I %1 1 10 10 10k 100 M
FREQUENCY () FREQUENCY (1)

‘We want to keep the equivalent input noise smaller than 0.5uV and if we use the expression computed
for the equivalent input noise, the LTC-2057 is an opamp that fulfill our requirements.

We should have also considered the 1/f noise, since we are at low frequency (considered in the
additional notes). However, in the opamp selected it is negligible, this is why we don’t see any
contribution in the t.f..

ELECTRODES MODELING
If we translate the physical model into an electrical one, we can understand if there is some physical
reason for which we can change the input stage. Do we have any requirements on the input stage in
terms of input impedance? We want a high input impedance to have a better SNR.
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There is a biasing generator x that models the polarization voltage of the electrodes that is in series
with a complex impedance given by the series of 3 component. Then on the right we have a list of
experimentally computed impedances over the electrodes as a function of frequency and
corresponding to the model we are considering. By experimental modeling, the equivalent impedance
of the electrodes can be described with the configuration of the image.

In the end, after the calculation, we found a t.f. from the patient to the input of the amplifier that has
1 pole and 1 zero (high pass filter). This is important because what we want to have in the response of
our circuit is not only a large bandwidth to avoid the damping of my input signal (we don’t want that
the signal voltage that propagates from Vs to Vi degrades because of the frequency response of our
circuit, but we don’t want also the degrade the phase).

Indeed, every singularity in the t.f. introduces a phase shift. We don’t want to have these phase shift
in the bandwidth of our signal because otherwise we would need some filter after the INA to recover
the correct phase.

The easiest way to avoid that the phase shift is in the signal bandwidth is to have zero and pole very
distant, or to make them match.

If we have a very high input impedance, we see that the zero and the pole match in frequency and so
the phase shift of the response is preserved.

Hence we want a very high input impedance to avoid distortion of the signal and no phase shift in the
band.

The fact that we are modeling the input impedance as very high doesn’t mean that we are degrading
the CMRR of'the circuit. To verify this, we introduce a small variation of the impedances of the ideal
components (electrodes) that I'm modeling to check whether there is a degrading in the CMRR or not
due to the variation of these components.
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In the model, I imagine to have Ze and Zc as impedance of the electrodes and input impedance of the
INA. What happens if I have a mismatch between these two in the two branches?

In the most unfortunate case, we have opposite changes of impedance, as in the figure. We imagine
there is a delta-e for the electrode impedance that is different for the two branches and the same for
delta-c of the INA.
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If we go through the calculation, this is a limiting factor for the CMRR, and in particular the CM
signal that we develop at the input of the electrodes (if it is partitioned in the two branches) becomes
a differential signal at the input of the INA. We need to avoid this, otherwise there would be no way
to retrieve a good CMRR.

We can increase as much as we can Zc. If we do that, then small variation of the electrodes impedance
will not affect the patition over the series Zc and Ze, because all the voltage will fall on Zc. So an high
impedance input stage allows us to have a small decay of the distortion and moreover it allows us to
neglect the contribution to the CMRR of the two electrodes impedance.

This is because even if I do have a mismatch on electrodes impedance, then because the input
impedance is high, all the voltage will be on Zc.
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BERTOLACCINI'S INA - A LOW NOISE INSTRUMENTATION
AMPLIFIER

Features:
- Custom solution than 3 OPA INA
- Lower noise, also thanks to the input JFETSs
- Zin still large, due to the input JFETs
- Example of a ‘current feedback’ amplifier

It is an example of the current-feedback amplifier.

SIMPLE VERSION

- ouT
A

current
generator R,

It is an INA, so it has a differential input and the goal is to amplify the differential voltage signal. We
have two pairs of transistors but it is not the classical differential stage. Indeed, a differential stage is
composed by two input transistors and a tail current generator, so the two sources are connected
together in the classical differential stage. Here it is different, because the resistor R connects the two
sources of the transistor. It is hence a symmetric stage but not a differential pair configuration.

On the top of the drain of n-JFET we have 2 resistors and the voltage developed as differential on the
node + and —is further amplified by the differential amplifier A. Then the output voltage is taken back
in the loop (it is a negative feedback amplifier), we have the resistive divider R1 and R2 and the voltage
on node x is converted in current by the transistor Q2 that is a source follower with a resistor on the
source. Hence the voltage is taken to the source (from the gate to the source it works as a source
follower with a unitary gain) but what matter is that the voltage on the source is converted into current
through the resistor R02. So we have a current that is flowing on the top and is coming in the node y
where we have a resistor on the middle and the low impedance 1/gm on the top.

On the left side we have a replica of the stage on the right, but from the point of view of the

functionality it is a current generator, because there is no signal neither primary or feedback signal
applied to the left branch = from the schematic point of view can be represented as a current generator
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made with the JFET Q2 with a degeneration of the resistor RO1 on the source and so the bias current
is provided at high impedance.

On the contrary, also R02 provides a current, but it is driven by the output of the amplifier A.

Feedback analysis

We give a perturbation to the input of the signal, like a differential voltage. As usual, we may split
such differential voltage as a positive step on the left of Vin/2 and a negative step on the right of
amplitude -Vin/2 so that the difference between the two inputs is equivalent to having applied a
voltage difference Vin between the two inputs.
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The main driving rule to check if we have a negative feedback is that, upon the application of a
perturbation like the one we give, the circuit tries autonomously to minimize the effects of such
perturbation. If we have a negative feedback the circuit tries to damp the effect of the perturbation (not
the perturbation itself because externally applied).

In is intuitive to see that if we take the left transistor Q1 and we rise the voltage on the gate, we have
a signal current (we are reasoning in term of signal current, not absolute current) and so if we have a
transistor with a gate jumping up we have an increase of the current in the indicated direction (left
side), because we are increasing more Vgs. Conversely, when on the right transistor the gate is jumping
down by the same quantity, we are expecting a signal current going up of the same intensity. Again,
it is a signal current, so in reality the transistor has still the current going down, but simply we represent
on the network just the positive signal that reduces it.

The one explained is the classical response of the differential pair in terms of currents. Now if we move
further in the network, a current going down in the left is exiting from the node x and so it is producing
a negative pulse (when current is exiting from a node, the voltage of the node is dropping down).
Symmetrically, if we have on the corresponding right node a current is entering, the voltage is rising
by the same quantity.

If we now make the overall analysis and compute the voltage difference at the input of the high gain
of the amplifier taken as the sign indicated by the curved arrow, it is going to be a positive step. Since
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it is positive with the indicated sign, the positive voltage of the amplifier is going to be also a large
signal with a positive direction.

ﬂ.}-j_r )
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As for the reasoning on the variations of the nodes, we have our Vcc that in small signal analysis is at
ground, then we have the two resistors and extracting current from one of them. But since the upper

node is fixed to ground, this means that the bottom node is going to have a jump down. The opposite
if the current enters in the node.

Then we have to continue analyzing the following components (green).
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If T start from the large pulse at the output of the amplifier, by a voltage partition given by R1 and R2
I will have a smaller replica of this voltage on the node x. Then the right transistor Q2 is a source
follower, so the same step on the gate is reproduced on the source. But if we have a voltage step on
the source, the voltage across R02 will increase because the bottom node is grounded - increase of
the current in R02.

Again, the block on the left is totally ineffective in this analysis because it will simply supply the
constant bias current, it is not involved in anything concerning the signal.

Hence the green current is passing through the transistor itself and then it becomes the dashed current

and now the question is: when the green dashed current identical to the one bottom reaches the right
node of R, where does it go?
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The point is that this dashed current entering in the node could be shared between the left direction
(through R and the 1/gm of the left transistor, upper left) or the top path, that is only 1/gm. So on the
left the impedance is R + 1/gm, on the upper part only 1/gm.

Of course the current prefers to go in the lower impedance path (1/gm, on the top).

Trying to reach a conclusion, we supposed that the current in dashed green (that was created by the
feedback), takes uniquely (strong approximation) the top direction. Hence it is going to oppose with
respect to the initial red perturbation 12. And this is the first sign of a negative feedback, because as
the perturbation has produced the left current going down and the right going up, the effect of the
feedback that is green is apparently doing nothing on the current on the left, but it is flipping or
opposing to the current on the right, so it is produces in the (-) node, that was characterized by a
positive step, a negative step.

+Vee
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The negative loop minimizes the effect of the input perturbation by ‘flipping’ the direction
of I,. When feedback reaches the steady state, the result is to nullify the voltage at the
input of the main amplifier (error voltage).

In conclusion, the effect of the negative loop is creating an opposing current (in green) that at the
extreme end flips the sign of the current marked as I2 (going upwards at the beginning).
If we understand that is a negative feedback, the second thing we must do is to find the error signal.

The error signal in a negative feedback is the signal minimized by the suppression of the perturbation
by the negative feedback action. Usually, as in the classical inverting or noninverting amplifier, the
error signal is the signal at the input of the highest gain of the circuit, which is the opamp A. Hence
we imagine that the suppression of the perturbation by the negative feedback is ideally so effective that
the two nodes + and — are equal, they shows both a negative jump (because the green current has
flipped the sign of the 12) and the difference between these two step, which is then the input of the
amplifier, is 0. So we assume that the feedback is so good, that is when the main amplifier has an
infinite gain, so that we have a virtual shortcircuit at its input, the difference between the two step is
nullified.

NB: we are not nullifying the step, but they have now the same amplitude and so the overall difference
at the input is nullified. So the error signal is the green arrow at the input of the opamp, produced by
the nullification of the perturbation inside the input stage.
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Gain calculation
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voltage drops on Ry, Ry, are equal:

I;Rp1= IRy,

ifRpy=Rp, = Li=1,

L= I,+], = 2I,

The last conclusion we have drawn is that the feedback current, which is now 13, was so effecting in
flowing in the right branch of the circuit that it has flipped the steady state current 12 (now green, and
I’'m considering the steady state after the perturbation). The current has been flipped so that the two
voltages + and — are the same.

As for mathematical conclusion, if the two voltages are the same because the error at the input of the
main amplifier is 0, it means that the voltage drops across Rd1 and Rd2 are the same. So I can write
the first equation.

If I consider for simplicity the two resistors with the same value, then I1 = 12, with the same sign and
intensity.

Then I compute the K. law on the node x, and the exiting current 13 is equal to the current flowing
from the top, 12, plus the current flowing from the left. But this current flowing from the left is indeed
11, because in the left bottom branch have a current generator, hence the impedance is infinite if looked
from the drain of the left transistor Q2 2> 13 =11 + 12 = 2*I1.

Now I can compute the current 11 considering the application of the input voltage Vin. As the two
transistors Q1 are in source follower configuration (we are considering the transistor Q1 on the left
with the resistor R as a kind of source follower), the same gate is applied to the source.

#Vcc | cao
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V,, is applied across R
(if 1/g,, of Q, are negligible)

- L=V/R IL=2V,/R

Va= Vour - Ro/(Ry+ Ry)= B-Vour

L= V)/Ry, = B-Vour/Roz

2V;o/R = B-Vour/Roa | Vour/Vin =2Roy/R-1/B

if Rps# Rpy  Voutr/Vin =(Ro1+Rep2)/Rep; R/ R-1/p
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Hence Vin/2 = Vs, and the same applies for the transistor Q1 on the right, -Vin/2 = Vs,

So I can conclude that the Vin voltage across the two input is equal to a Vin voltage applied across the
resistor R. in reality, I’m neglecting the 1/gm of the two transistors.
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The transistor on the left is acting as a source follower, the step Vin/2 on the gate is reported on the
source. In reality this is not fully true, the true relationship of the source follower is the one in the
drawing, but if I neglect the 1/gm of the left transistor, the formula tells me that we have ca. Vin/2.
The same can be done for the other side.

The conclusion is that if the voltage difference is Vin, this voltage will be on the resistor R.

Coming back to the schematic, by the Ohm law I can compute that I1 = Vin/R.

Then by the previous formula I calculate 13 versus Vin. But at the same time I can calculate the current
13 depending on the output voltage, because if I have an output voltage called Vout, I can compute
the t.f. between Vout and 13.

If T have a Vout voltage at the output, I firstly compute the voltage Va that is given by Vout time the
resistive partition, that from now on will be called beta (it is not the beta of BJT, simply a labelling).
Then 13 flowing in the transistor Q2 right (that remember is a source follower) is beta*Vout/R2.
Also the bottom right transistor Q2 is considered as an ideal source follower where we are neglecting
the 1/gm also.

In conclusion, the current 13 can be equalized, and we get the Vout/Vin, the complete t.f., the gain of
the amplifier considering an ideal loop (considering the loop gain infinite, as usual).

This relationship was calculated according to the assumption that the two resistors were equal. If not,
we have simply to consider the equation I1*Rd1 = I2*Rd2, but the voltages remain equal, we simply

cannot say I1 = 12.

At the bottom we have the final equation if the two resistors were different.
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LIMITATIONS OF THIS SOLUTION
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1) Vgs#0 because I1#0 in Q,
= 1/g,, of Q, in the Gain
2) Miller effect on Q, because of
R the voltage amplification on the
\ drain
3) effect of Ry, # Rp, on Gain
4) Gain dependent on Ry,: if Ry,
too large, bias problems for Q,

5) CMRR of A is important
because Vy#0 at its inputs

-VCC

The first limitation is having neglected the 1/gm of the transistor Q1. Another way to look the
circuit is that we have two signal currents flowing into the transistors producing the two voltages on
+ and — and so the two voltages Vgs are different than 0. So equivalently we can say that the Vgs is
different from 0 because I != 0 or that the 1/gm cannot be neglected.

This is not good, because if the gain of an amplifier depends on the 1/gm, the 1/gm is going to change
with physical parameters of the transistor or the biasing, and so the gain.

The second limitation is the Miller effect on the two transistors Q1, that are affected by the Miller
effect, because when we give a signal to the gate, we have a voltage amplification to the drain.

In fact, when in a JFET we have an amplification between gate and drain, the gate to drain capacitance
of the transistor is amplified by the Miller effect.

So it is like to have at the input of the amplifier a Miller capacitance, and a Miller capacitance together
with the electrodes impedance creates a low pass filtering.

So the voltage steps on + and — are not nice because they introduce a Miller effect on the gate-drain
capacitance of the transistor.

The third limitation is that the gain may be dependent on the mismatch between the drain resistors
Rd1 and Rd2. It is not a serious effect, but it may be annoying-

The fourth limitation is that in the gain we have a dependency with the resistor R02. The problem
is that as the resistor R02 is at the numerator of the overall gain, we may be tempted to increase it as
much as we can to increase the gain. Unfortunately, the resistor R02 is also part of the biasing network
in the right branch.

Hence if we increase it too much, for a given current flowing in the branch, we may bring the transistor
Q2 left out of the good operating point = the transistor tends to switch off.

So R02 plays a role both in the gain formula (not a problem) but it is also part of the biasing network.
I cannot have total freedom in choosing R02 for the gain, because if it is too large  may have a problem
in keeping correct the biasing.

The fifth limitation is that, even if I have nullified the input voltage on the amplifier A, this

nullification is obtained not by nullifying the voltages themselves, but by making them equal. This
means that the opamp experiences two input voltages that are indeed a common mode.
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So if I don’t want to have problem, I need to choose an opamp with a good CMRR. This is not a
dramatic problem, but it imposes the choice in the catalog of the opamp.

IMPROVED VERSION
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The input stage is the same (former Q1). It is the bottom part that is different; now we have two more
transistors Q2 and another resistor in between R0. The branch on the left is put to ground, the one on
the right is connected to the output of the amplifier. In both cases there is a voltage partition.

Then on the bottom we have Q3, but Q3 and Re composes a current generator. This because they are
biased through the Vref voltage that is fixed by a Zener diode. In fact, when a Zener diode is on, it
clamps the voltage across = voltage is fixed to a convenient Vref that we have chosen in concordance
with the Zener.

From now on I wont care about Vref, since it is fixed by the Zener. And for the signal analysis, when
we have a voltage fixed, it is like to consider it grounded.

Hence R1 and R2 will represent a voltage divider toward ground like in the previous configuration.

Feedback analysis

lgn,, ®S i
>ﬁ

upon application of V,,, the input

stage is umbalanced as before
Re Re Dz
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We have the Vin application as before, the currents flowing in the input transistors, the voltages going
up and down in the two branches and we have a volage step at the input of the amplifier. So the output
voltage is positive (as before, so far).

‘What is different is the network on the bottom.

. -

>_.

the output voltage produces a
signal current flowing in R,
(considering Q, as followers) and
Dz this current can only circulate in
Q, and R, (not into the current
generators in the bottom).

Let’s start from the output voltage. Vout, thanks to R1 and R2 produces an attenuated step on the base
of the transistor Q2 right, then the transistor is a follower, so it produces a voltage also on the emitter
but now we have also the new resistor R0. The left end of RO is the low impedance of Q2 (from the
emitter of Q2 we see the 1/gm of Q2 left). If we take R0 and we step up the right and do nothing on
the left, we have, by the Ohm law, a current flowing in green in R0. So the perturbation in green on
the right branch has produced by the Ohm law a current in RO.

But now, where does this current go? On the right will go through Q2, but it can also go on the left
through the other Q2. Hence the current flowing in R0 with the indicated direction is the current
flowing down on the right and going up on the left.

So, the output voltage produces a step voltage that is applied across the resistor, the resistor has a
current flowing and this current can only go downwards on the right and upwards on the left, nowhere
else.

ouT

the current flows in opposite direction
in the two branches, entering into the
low impedance of F1, and compensates
the signal currents on F1: therefore the
voltage signals at the drains of F1 are
nullified, and not nullified just their
difference as in the previous solution.
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This current, that is the one created by the feedback, will flow on the top. In fact, in node x the winning
impedance is not the R on the right, because we have the 1/gm of F1. Hence the current prefers to go
to F1 (dashed green arrow). The same reasoning can be applied for the downward current contribution
on the right branch.

In conclusion, the upwards current on the left will go to compensate the initial perturbation; the
downward current on the right will go to compensate the red perturbation. Hence I'm still going to
have a nullification of the voltage at the input of the amplifier (the result is the same as before), but is
the mean to achieve this nullification that is now different.

In fact, in the previous configuration the nullification was obtained by having two voltages of the same
sign and value, whereas here the nullification is obtained by nullifying the perturbation current - the
voltage on + and — pins are nullified, it is a 0 made out of ‘zero minus zero’.

Gain calculation

ouT
A —e

When feedback reaches the steady
state, the currents on F1 are
nullified and the feedback current
produced by Vg recirculates in R,
and matches the current produced
by Vin in R.

(= ‘current feedback’ amplifier)

Vin/R = Vu/Rg = B-Vour/Rg

Vout/Vin =Ro/R-1/B

In the steady state, when the feedback has established after several turns, the conclusion is that we
have OV on the drain of F1 right, no current in the top transistors, and if we have no current in the top
transistors, by the K. law, the current on RO (still existing because created by the feedback) circulates
only between RO and R.

In conclusion, if overall we have no signal current flowing in the transistors F1, the current R0 can
only reflow between R0 and R.

If so, we can calculate the t.f. of the amplifier because the current flowing in R is still Vin/R (as
previously); then we have a current flowing in RO which is equal to Vout, transformed in Va by the
partition (beta) and then Vout is transferred to node x (because it is an emitter-follower configuration)
and so Va is fully applied across R0O. Hence the current flowing in RO is Va/RO0.

Hence the recirculation of the current in the circle provides the first equation of the image, that tells
us that Vin/R = Va/RO0.
Finally, this brings to the red box equation.

In conclusion, this is a current feedback amplifier because the feedback produces a current which is
matched to the current produced by the input = the current flowing in RO matches the current in R.
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Improvements of this solution

In the previous configuration we have 5 problems.

Now, Vgs and current in the transistors at the input (F1) are 0. This because we have no more current
in the transistor F1, but if so, Vgs = 0 and 1/gm doesn’t play any role, because the transistor has no
drop on the Vgs = F1 are perfect followers, because since we have no current in the transistors, the
Vgs are equal to 0, and so the input voltage is rigorously transferred to the source, there is no loss >
no dependance on 1/gm.

As for the Miller effect, there is no Miller effect on the drain of the transistors F1, because the drains
of the transistors are 0, not equal steps. If we have OV on the drain, there is no Miller effect.

Moreover, there is not the effect of the imbalance of Rd1 and Rd2 on the gain, because we have no
currents flowing in them. So if we nullify the currents, we nullify the drain voltages, even if Rd are
different.

Then, the gain formula is no more dependent on any resistor participating to the biasing. It depends
just on R and RO, and these two don’t participate to the biasing, because when we have no signal,
there are no currents flowing into R and RO, because the current on the left branch is identical to the
one on the right, and so there in no imbalance in current so that a current flows in R and RO
(architecture is symmetrical). > R ad RO are free to be chosen for the gate, typically RO large and R
small in order to have a small gain, because no one of them is participating to the biasing network.

Finally, the CMRR of A is no more important, because we don’t have a CM voltage at the input of
the amplifier, because they are rigorously zero —> this relaxes the choice of the amplifier.

ouT

Vour/Vin =Ro/R-1/B

1) V=0 because I=0 in F,

= 1/g,, of F; not in the Gain

2) No Miller effect on F, because
no voltage signal on the drain

3) No effect of Ry;# Rp, on Gain

4) Gain dependent on R and R,
only, not on biasing network

5) CMRR of A not important
because Vy=0 at its inputs

Q1: why not a BIT also for F1?
Q2: why BITs for Q2 and Q3?

But why we haven’t chose BJT also for F1? Why BJTs for Q2 and Q3?
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FURTHER IMPROVED VERSION INSENSITIVE TO INPUT DC OFFSET

Problem: Solution:

+V,
o
*Vee

DC differential voltage at the input (e.g. due to An integrator senses the output and
electrodes DC offset) produces a DC output shift. counterbalances such effect.

The circuit is sensitive to the differential voltage at the input, but unfortunately I may have also a DC
component of such differential voltage.

Indeed, we may have at the input, of e.g. the amplifier, a differential voltage due to the mismatch of
the electrodes potential. Basically the problem is that the gain here, which is desirable to be large, is
also a gain for the DC component of the differential voltage.

Let’s suppose to have V,pc:

cc Vur raises and we track its
effect along the added loop.
éRD R“i Vout I ’ ’
. ouT
A —e
A current V,;1/R; flows in the
INT I:H R F1:| *N- integrator and it is integrated on
V. \ / C;: a negative ramp is produced
inDC V= at the output of the integrator.

N Ain

A possible solution to introduce an additional stage, the classical integrator Ai that’s senses the output
voltage and it is connected to the left branch of the main amplifier (S). Hence S is no more grounded.
The idea is to sense the voltage Vout and provide a new feedback (we have a second feedback loop)
aimed at counterbalance the effect of the DC voltage. Of course, we don’t want to kill the gain of the
amplifier even at the useful AC component of the input signal = the additional loop must operate
only at low frequency, and this is the reason why we use an integrator, because it is a low pass filter.
Instead at high freq (where we have the biosignal) the integrator is not operational.
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Let’s start from the condition of an input differential DC voltage, for example of 300mV. If we do
nothing, the differential input will produce an output on the amplifier A represented by a step. This is
not really a rigorous representation because we are considering a DC voltage, and should produce a
DC voltage at the output, but since we are analyzing a feedback, it is easier if we make an inspection
considering signals, but I’'m still looking at DC voltages.

This signal on the output will produce on Ri a current step and the current will flow in Ci and produce
a negative ramp (we are integrating the step, and the result is a negative ramp).

The output of the integrator is connected to the node S and we have a ramp also on S.

Now, similarly to before when we created a current flowing in RO that moves upwards on the left, we
are applying the same concept. The ramp on node S at the input of Q2 created a voltage drop on R0
and generates a current with the polarity in the image, because the voltage on the emitter of Q2 left is
negative.

The ramp is applied to the
F1:I’_' N - node S, then to the emitter
of Q2 (left) and produces a
current on R,,.

o
v
% 1

Of course, I have the effect of the previous feedback still, but now we are looking just at the effect of
the additional loop.

So the current in green passes through F1 because they show low impedance, the current moving
upwards on the left will create a positive step on node + and a negative on node — and so the voltage
at the input of the amplifier taken with that arrow is positive.

The current flows into the low
impedances of F1, produces
voltage signals at the drains of
F1 and a voltage at the input of
A, which reduces the initial
perturbation on Vour.
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But if we have a positive voltage at the input of the amplifier with that direction, the Vout will be
negative. The result is that we have still a negative feedback, because the initial perturbation is
compensated by the loop with a negative counterbalancing effect.

In conclusion the integrator adds an additional negative feedback. The conclusions are that we have
two simultaneous feedback in action, the previous one and the one given by the integrator to be
superposed to the main one.

The overall effect of such feedbacks will be again that the input voltages at the inputs of the amplifier
will be nullified.

The combination of the two collaborative feedbacks is that the voltage on the drain of the two
transistors will be zero and so the voltage at the input of the main amplifier > the new feedback in
combination with the previous one is not devastating everything.

Hence we still have the recirculation of current. Moreover, this situation must exist only at low
frequency, when we have the differential component that we want to kill. The feedback given by the
integrator mustn’t be operational at high frequencies.

When feedback reaches the
steady state, the two loops
combine so that again no
current flows in F1. The effect
of Vipc on Viyr is minimized.

7 As the loop is
¢, implemented with an
integrator, it acts only at

low frequencies and it
has no effect on the

signal (Vipac)-
Gain calculation
fvoc
% v Vouri="Vour/Rr1/sC;  (Ai—>=)
Ro R g ouT
~0 i out Vs=Vouri Vo= B-Vour

Vo= Va- B-Vs= B-Vour -B-Vours

Veo= B-Vour (1+1/57)  =RG

Vin/R = Vpo/Ry
R.l Vour/Re

ST

(1+4s1)

Vour/Vin =R/R-1/p

REJ/R']-/ﬁ

Ve Vours : ©

4 1/t + Gain reduced in DC

» Gain unchanged in AC
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First of all, if we have a Vout voltage, we compute the voltage at the outuput of the integrator, Voutl,
that is Vout/Ri, that is the current, and the impedance of the capacitor 1/sCi. The minus sign is due
to the direction of the current, if as in the image, the output is negative.

This is the classical formula of the ideal integrator with a perfect feedback, with the pin — at a perfect
virtual ground, that occurs if Ai tends to infinite.

Then the voltage is applied to the S node. In the other loop, we have the Va voltage as previously
calculated.

Now we calculate the voltage across RO and consequently its current. Before, the voltage across R0
was just Va. Now Vr0 is not just Va, but the difference between Va and the corresponding value on
the left that is Vs*beta.
Then we substitute and we get that Vr0 = beta*Vout*(1+1/s*tau) where tau is the time constant of
the integrator (Ci*Ri).

Then we apply the balance of the currents between R and R0 and we get the final t.f. that is the red
one. We have the same gain factor as before (AC component of the gain), and we have a zero in the
origin and a pole.

From the Bode plot we see that at HF, where I have the biosignal, the gain is the same as the amplifier
before, while at LF, in particular going to the DC, the gain is going to 0. This means that Vout is no
more sensitive to a DC component of the input voltage. Hence the integrator kills the gain at LF but
is no more operational at HF. So the integrator is a low pass in the loop, but becomes a high pass in
the overall t.f.. In fact, at HF the capacitor is a shortcircuit so we have ground everywhere, we restore
the ground on node S - at HF the loop doesn’t exist.

Non-ideal integrator

The previous considerations where based on the concept of an ideal integrator (with gain infinite).
Hence if the gain is not infinite, we have to recalculate the gain of the integrator.

If we introduce the classical formula A1/pole for the finite gain, we get the following output formula.

+V

cc
if A; is not =
ouT
1+stA
Vour/Vin =Ry/R-1/B-1/A; ((].TT)])
RU/R‘lfﬁ
1/A, o
= C; 1
_ 1/t
\
Ve O RYR1/BI/A,

The amplifier has a gain not infinite, but equal to Ai and we compute the t.f due to the not infinite
gain.
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In the updated formula (blue parts) we are considering we have a finite gain of the amplifier. We have
a zero and a term 1/Ai. We can clearly see that if Ai goes to infinite again we get the previous ideal
formula.

The difference in the Bode plot is that the gain at LF is not going to minus infinite but to a fixed
constant value. The zero hence is no more in the origin but at very low frequencies.
In conclusion, the concept is that if Ai is not infinite, the DC gain is not 0 but a very small value.

NB: the formula for Vout one is the following
50.
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ELECTRONIC NOISE ANALYSIS

Ve 9
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F1 F1

" A " Contributions from resistors:
s R1 R1
Q2 R, Q2 R |R
- " a1+ R4 B L R LR R,
@ aehw R, 2R, 2R, R, R,
R R, Dz

'VUC

suitable choice of R, Ry, Rg, (larger than R)
can result in noise dominated by R only

o /g (note that large Ry>>R
VOUT/Vm Ril/R 1/P is good for Gain)

We want to calculate the equivalent input noise generator of this INA, in particular the voltage
equivalent input noise generator. It will be dominated by the shot noise of the input transistors. This
is why we use the JFET and not BJT, because they have a small gate current and so a small shot noise
at the input of the amplifier, while if we would have used a BJT, we would have a much larger base-
current of the BJT and so the shot noise of the base current would be much larger.

The input current generator is not appearing because the current noise generator is dominated by the
shot noise of the gate current, due to the selection of the input transistors.

On the contrary, the equivalent voltage generator is composed by several contributions, and the
contributions are summarized in the formula.
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The conclusion of the noise due to all the resistors around is the one in the formula. In particular, we
have a contribution 4kTR*1 that is the thermal noise of the resistor R that is at the input of the
amplifier (we have that the contribution is multiplied by 1 in the parenthesis, because the t.f. between
the input and the nodes of R is 1), then we have the noise due to R0, Rd, Re and R1 and R2. So we
have one contribution per resistor or per couple of resistors.

The conclusion is that if we are good designer, we may choose appropriately all the resistors at the
denominators so that the ratio R/R0 is much smaller than 1. If RO > R, the second contribution can
be neglected with respect to the 1 (contribution due to 1, related to the resistor R). And I can choose
RO with respect to R, because in the formula of the main gain of the amplifier, it is a convenient choice
to choose R0 > R, because it means I will have a gain larger than 1.

So a good choice of R/R0 is good both for the noise and the gain.

Similarly, I can choose Rd > R, and this is a free choice, because there are no constrains in the circuit
(except for not having Rd too big for not having biasing problems in F1). The same then for Re and
the last term, so that all the contributions can be negligible with respect to the 1.

Hence in terms of resistors, the contribution of the resistor R is unavoidable, because we have the
4kTR and there are no reduction factors. A small R increases the gain and at the same time reduces
the noise. Choosing a small value of R increases the gain and reduces the noise.

So should I choose a value of R tending to 07 It is a good thing to choose R as small as possible so that
gain tends to infinite and noise to 0?7 Theoretically yes, practically no.

‘What is a possible limitation in bringing R going to 0 (i.e. zero noise and infinite gain)?

The fact that the red current instead of going upwards to F1 and its 1/gm would go in R it is too small.
But another way to highlight this phenomenon is to say that in this way we are killing the loop gain.
All my analysis was based on the fact that the current (green, left) was going upwards, but if not so,
all the equations on the gain are inconsistent. If the current doesn’t go into F1 the loop gain is not
infinite and the formula is no more valid.

~ 0 ouTt

2
=

the current flow
in the two branc
low impedance
the signal currel
voltage signals
nullified, and nc
difference as in
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Calculation of the contribution of all the generators of the transistor

Contributions from transistors:

= R 1R o RIR 1Y 150
2 E:F*‘EnozE*zEnm?”nmR T+E +Z"’°’R
E

Ve also here, suitable choice of R, R, vs. R can result in
noise dominated by F1 only

Contributions from amplifier A:

(B +4T2R3) R _15 R g
MTTMTO)aRE 4 MR ™

Also here we have the final results. The voltage generator of the input transistor F1, that is duplicated
because we have two F1 that are statistically independent, cannot be neglected (first term in the square
brackets); we can just choose it as small as we can. On the contrary, all the other generators have their
effects depending on the ratio between resistors. So if for example we choose R0 >> R, we can reduce
a lot the effect of the second generator, and the same for all the other terms (even if we have a current
generator, where we choose R small so to damp down the effect of the generators).

The conclusion is that if we are good designer, we choose the resistors in a way that the only surviving
contribution is the first one, the one of the transistors F1. The same can be done for the main amplifier
A: the main amplifier is characterized by its noise generators and we see that if we make the right
choice of the resistors Rd and R we can reduce the contribution.

Our main conclusion is that the noise has to be dominated by F1 and R only (and their respective
generators). Of course, once we are dominated only by these two, we try to minimize these two as
much as we can.

¢ Noise (to be) dominated by F1 and R
e We have neglected 1/f of R, but 1/f depends on I and I=0 (in DC).
e JFET (F1) provide low input current noise and 1/f noise (ex. below)

RMSD CLGV>

NV

40 1

4 T 5.4 Nvm NV [ +

= i L 190 Hz

Fig. 6 ~ Noise spectrum of the amplifier of Fig. 3 with R = 150 @ and

The second point is that the R resistor is not characterized only by thermal noise, but it is also affected
by 1/f noise. However, the 1/f noise is dependent on the current flowing in the resistor.
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The part in the second and third segments is the white noise part.

But is there any DC current flowing in the resistor R and R0? No, due to the symmetry there is no DC
current, bias current, flowing in them. Hence if the current is 0, also the 1/f noise is 0 = the resistors
are affected only by thermal noise, not 1/f noise.

The third conclusion is that since the noise is dominated by the input transistor and we are talking
about LF applications, because we already know that biosignal amplifiers deal with LF applications,
we need to choose a JFET because not only it has a small shot noise due to the gate current (that could
have been achieved also by choosing a MOSFET), but the JFET is better even than MOSFET because
it has a low 1/f noise.

Input noise spectrum of the amplifier — conclusion

¢ Noise contribution of R=150Q:
4KTR = 4V qR =4-25mV.q-1500 = 1.5nV/\Hz

|

Subtracting R noise in

- the plot:
= 1.0nV/\Hz @10Hz
4 5.4 NV 18| N and SZHV/\HZ @1HZ

(1/f dominated by F1)

« Integrating the noise in the bandwidth: 62,701 = |5 Sy(f)-df

Bandwidth | Noise (rms) Notes:
0.025 — 10Hz 400V » Ultra low noise (e.g. vs. ~ uV rms of 3 OPA
0.025 — 250H Sonv conventional ECG amplifiers)

e z n Noise dominated by 1/f noise (= JFET)
0.025 - 1KHz 185nV

It is the spectrum of the voltage generator on the pin + of the overall INA and this input noise generator
is characterized by a small thermal noise (1.9nV) and we see the 1/f noise on the left. The ultra-low
noise at the input has been achieved using a resistor of R 150 Ohm and a particularly good JFET.

If we would have used a MOSFET, the 1/f noise would have been much larger.

Let’s consider again the overall noise spectrum and let’s calculate the components. What about the
noise contribution of the resistor R?

If a resistor of 150 Ohm has been chosen, we can calculate its noise generator. 4kTR is equal to
4Vt*q*R, where Vt is the thermal voltage (Vt = kT/q). For a Vt of 25mV at room temperature, q is
the charge of electron, R is 150 Ohm and in the end we have that the contribution of R is 1.5nV over
square root of Hz.

Hence in the plot, the contribution of the thermal noise of the resistor is a constant line corresponding
to 1.5nV.

Now, if we know from measurements that the total noise is 1.9nV/sqrt(Hz), and we know that the

noise of the R only is 1.5nV/sqrt(Hz), we make the ‘square subtraction’, 1.9"2 - 1.5"2 and we make
its square root.
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The noise just of the JFET F1 is equal to the square root of the total noise (1.8"2) minus the
contribution of the resistor (1.5°2). We are calculating from the measurement the contribution due to
the transistor by subtracting the known contribution of the resistor R.

If we make the square subtraction, in the white region (3" block) the contribution is 1.0nV/sqrt(Hz)
@ 10Hz.

The first conclusion is that we have made a very good choice of the transistor and the resistor so that
one is not much dominating the other in terms of noise, because the resistor is 1.5, the transistor is
1.0. If we would have chosen a much larger resistor, the noise of the resistor would have been
dominating.

Moreover, it doesn’t make sense to select a JFET much better than this, because its contribution in
the thermal region is already very small.

The same calculation can be done at 1 Hz, where the noise is dominated by the 1/f component. So
we make 5.4"2, we subtract 1.5"2 that is the noise of the resistor and we get 5.2, that is the contribution
of the transistor, the 1/fis dominated by the transistor because we have assumed that the resistor has
not 1/f noise.

Once we have calculated or measured the input noise spectral density of the input voltage generator,
it is time to calculate the overall sigma of the noise at the input of my amplifier; which is the rms of
my amplifier that represents the minimum signal I can measure with this amplifier? The sigma square,
that is the variance of the noise, is given by the integral of the noise spectral density, which is 1 in the
3" region, over the bandwidth of the amplifier.

Here in the table in the bottom are proposed the calculation of the noise given different bandwidth of
the amplifier (we suppose to introduce a pole so to have a bandpass filter where the low frequency
pole is given by the integrator).

So let’s suppose we introduce a HF pole; in the table we have the final bandwidth. We see we have
typical values for biosignal amplification.

What is interesting is to compute the integral of the noise given different upper cut off frequency. If
we choose 10Hz, the integral is from 0.025 up to 10Hz, so we integrate the 1% and 2" parts of the noise
spectral density. If we calculate this integral, we get 40nV of rms.

If we extend the integral to 250Hz (even outside the plot), we get a noise of 50nV, despite we have
increase the bandwidth of 1 order of magnitude (a factor of 10). Hence even if we have extended the
integration bandwidth from 10 Hz to 250, we have just integrated more white noise, but the overall
integral is still dominated by the 1/f noise.

The important conclusion is that the overall noise in the integral is so dominated by the 1/f
component that even if we extend the upper frequency of my amplifier, we get the same noise. This
is a very good news, because we speed up the amplifier by increasing the bandwidth but practically
with the same noise.

Hence it is also of a fundamental importance to choose a JFET with a very low 1/f noise, because
the 1/f noise is the one dominating in the integral.
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If we extend the bandwidth even further, we see that the noise then increases, but not that much. It
becomes almost 200nV, but we have also increased a lot the integration bandwidth.

Final remarks

Be careful about the 1/f noise that is dominating, and moreover the overall rms noise is ultrasmall, in
the order of 50 or 100nV. If we go back to the general INA and we check the noise of the classical 3-
opamps configuration, the input rms noise was in the order of uV, not nV.

It is hence important to design a custom amplifier, because with a custom amplifier, if we are a good
designer, we can reach ultralow noise performance that cannot be achieved with a commercial 3-
opamps INA.

Hints for contributions and calculation of the electronic noise

ourt

Method:

1) The input noise generators
do not depend if the circuit is
considered in open or closed
loop, provided that all
contributions are considered;

2) We will consider the circuit in
open loop and will calculate
each contribution at the
reference position V, and
then transferred back at the
input by the gain V/V,,.

The calculations are based on two methodologies (rules) listed above. One is a general rule for noise
calculations: when we have a feedback amplifier, we may calculate the input noise generators either
considering the loop closed or considering it open. In the image the loop is open because there is a
missing connection between the terminals where we have V0. If we calculate the noise considering the
loop open or closed, of course the noise at the output is different, because by closing or opening the
loop the gain is different, but the rule states that the noise at the input is the same, it cannot change
if we are considering the loop closed or open.
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We take a non-inverting amplifier and we want to compute the input noise generator at the input of
this amplifier. We can calculate it considering the noise contribution of the resistors, keeping close the
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loop, or we could calculate the equivalent noise generator by opening the loop, for instance by opening
it at the output of the main amplifier. If we open the loop, the input output gain is different from the
closed loop, so the t.f. of the noise generator to the output if different. But if we go back and compute
the noise at the input, it is equal in both the configurations = we can adopt the easier configuration
for us.

Coming back to our amplifier, it is convenient to open the loop. This doesn’t mean that the amplifier
A is not to be consider, but it must be considered as connected to the node x (so we connect the two
terminals; simply we don’t consider the effect of the feedback, but just the open loop gain between the
input (in+ and in-) and the node of the amplifier.

Our strategy is to elect a reference port (node) that is the voltage between the two electrodes V0. I
elect it as a reference port in the OL calculation. I elect as a reference it because I will take the noise
of all the component and calculate the t.f. of the noise up to this port, and then go back from this port
to the input. I take the port as a reference, I compute all the t.f. in the specific locations of the noise
generator up to this port and then bring it back to the input (in+ and in-), in this way I will have the
input noise generator.

To do so, the first thing to do is to compute the OL gain between input and output port. If I compute
it, then I have the factor to be used in the ‘returning back’ of the noise generators.

Vout/Vin open loop gain calculation
Below there is the computation of the OL 1/0 gain.

*Vee

ouT
—e

Vo=Vir/RRp~(-V;,/R-Rp) =2V,,/RR;

G=V,/V, =2R,/R

in

2 G2=4R,2/R?

vrof

Q3
We will use G2 for noise calculations:
%R! Re %Soz V.2
2=\/ 2/@32

Let’s suppose we have an input signal Vin. This Vin differential is applied directly across the resistor
R because F1 works as a source follower (even in OL). Then this voltage across the R creates a current,
Vin/R. This current flows (in the OL calculation we have to forget about the closed loop
recirculation of the current between R and R0, because it was a property of the circuit in CL. Now
the situation is similar to when we were analyzing the feedback before the loop was closed). Hence
the current in R cannot go into the bottom, because we have the high impedance of the collectors of
Q2 - can only go in the low impedance 1/gm of the F1. So we have this current ant this current is
flowing on the node x, is entering in the resistor Rd and it is producing a voltage on node x that is
Vin/R * Rd; this is the voltage across the left Rd. To this voltage must be subtracted the voltage on

Q3
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node y; but the voltage on node y is the opposite than node x, because the current is with a flipped
direction - negative voltage with the same modulus as before. Hence the overall Vo is the one in the
first formula.

This is the result of Vo/Vin. The t.f. G between Vo and Vin is 2*Rd/R, in OL. However in noise
calculation we don’t use the linear form for the t.f., but its square. So we have to square G as in the
red box.

This means that each time we will calculate a noise contribution on the port (hence noise contribution
means sigma squared, a variance), each time we will calculate the variance of the noise in the output
position, so Vo2, the corresponding variance at the input Vin"2, so the equivalent noise generator,
will be the output variance divided by G"2.

NB: the current should be in the opposite direction but, whatever the orientation, since we are
considering the square of the gain, even if the gain would have a minus, it would be insignificant.
Now we go through the contributions.

Contribution of R

Ve The noise current I at a
given time has a sign and
- flows in both directions in
—_— the two F1, giving a voltage
difference Vo=2-1.R,,

V2= 4KT/R-4R2

V, 2= V.2/G2= 4KTR

The same result could have been
%Rs Rg% %SDZ calculated in closed-loop,

considering the Gain=1 between V,,
and noise voltage on R.

The noise of the resistor R can be represented either as a voltage noise generator or current one (better
to consider it as a current one), so we see the current noise generator in parallel to R with a spectral
density 4kT/R. Now I have to calculate the t.f. from this generator to Vo. Also in this case, to compute
it, I consider a current and how it flows to the top (two arbitrary orientations has been selected, no
matter the sign since the t.f. would be the same).

If the generator 4kT/R at a given time has the orientations of the currents in the image (we imagine
the generator to have a direction in a frame of second), the current can go only in the resistor Rd, since
it cannot go below into the high impedance of Q2.

Hence the t.f. from the ‘I’ of R to Vo is 2*I*Rd because we would have a contribution on Rd left that
is I*Rd minus an opposite contribution on the right Rd. Hence the linear t.f. between a ‘I’ generator

parallel to R and the port is Vo = 2*T*Rd.

If we have this linear t.f., we have to use its square for the noise. Instead of the output voltage we have
the variance of the output voltage (sigma squared, the noise variance); so instead of the generator ‘I’
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we have the noise spectral density 4kT/R and instead of the t.f. that is 2*I*Rd we have its square. The
first red formula is the t.f. of the current generator to the output voltage.

Now if I have the noise, I adopt the previously stated formula (with G*2) between Vin and Vo. In the
end we obtain a voltage noise 4kTR, that is the first term we have in the final formula of the overall
noise.

The same result could have been calculated in closed loop. In CL, there is a gain 1 between the voltage
at the input of the amplifier and the voltage generator on R.

‘[\ \
t o a--..pc'b J

e th(L(wamtb ,unJ\LZu
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Even in CL, we have a transfer 1 between the voltage at the input of the circuit and the voltage on the
network. So if instead of considering the equivalent noise generator in current I would have considered
it as in voltage, I could say that this voltage generator (4kTR) is already transferred to the input,
because there is a transfer 1 between the voltage at the input and the voltage in the branch where we
have R. Because of this, any voltage noise for R is hence equivalent to the noise at the input at the
input. In conclusion, the voltage noise I have at the input is the same I have in terms of voltage noise
T have on R.

Contribution of RO

+Vee The noise current I at a
given time has a sign and
ouT flows in both directions in
_ . Q2 and F1, giving a voltage
difference Vo=2.IR,

V2= 4KT/Ry 4R 2

V, 2= V.2/G2 = 4KT/R, R?
(Negligible vs. noise of R if Ry>>R)

The same result could have been
calculated in closed-loop,
considering that the noise current of
Vee R, circulates only on R.

Its contribution is very similar to the previous one, because if we calculate the t.f. of a whatever current
‘T" in RO, it will enter in the 1/gm of Q1, the 1/gm of F1 (the low impedance path. Non attraversa R
perché ai suoi capi ho in+ e in- che sono a massa nell’analisi del rumore di R0 = no voltage drop across R and no
current) and finally across the resistor Rd (as for the previous contribution of R).

Hence the sigma squared noise over Vo is the input noise generator 4kT/R0 multiplied by 4*Rd"2, up
to the node Vo.

Then the input noise is Vo"2/G"2 > we get the second contribution in the final formula for noise
from the resistors.
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This contribution is negligible with respect to the one of R if RO >> R. Moreover, this result could
have been achieved similarly if we consider the CL gain. In fact, if we have a noise contribution on
RO, in CL, it will recirculate in the network composed by Q2, R and RO, so we can calculate it with
the CL gain.

1
>4 L~ Vo _ 1
L
k 1r ®
Vi = &°1
A

Awl’[b

In CL, the rule is that the current flowing in R, which is Vin/R, is equal to the current flowing in R0,
which is 4kT/R0. Hence the current noise generator will recirculate in the network, so equal to Vin/R.
this means that Vin"2 = R”*2 * I*"2. But in place of "2 I can put its noise generator - I get the same
formula as in OL. So in open loop the noise generator ‘I’ is going upwards to Rd, now in CL it is
recirculating over R = I can use the CL formula, but the result is identical.

Contribution of Re

The noise current flows in
Q3, Q2 and F1, giving a
voltage difference Vo=I-R,

ouT

V2= 4KT/Rg-Rp2

V, 2= V_2/G2 = 4KT/4R.R?
then x2 because of 2 resistors Rg

(Negligible vs. noise of R if R;>>R)

The resistor Re has a thermal noise generator, 4kT/Re. Again, OL calculations, so I'm going to see
the effect of this generator all over Vo and then go back from Vo to Vin.

As before, this noise current generator can only enter in Q3, Q2, F1 and then Rd and the final voltage
is Vo = I*Rd. It is not 2*Rd because the current is only flowing in the left, not in the right as for the
contribution of R0. Then the corresponding input voltage is by dividing for G*2. Again, negligible
contribution if Re >> R.

However, we have a resistor Re also on the right = total noise calculation must be multiplied by 2,
because I have to add the noise of the second resistor, and as the two noises are statistically
independent, we can add them = reason why the 4™ term in the final formula includes the factor 2
due to the presence of 2 Re resistors (at the denominator).
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Contribution of R1 // R2
R,=R,//R,

The noise current is
out )
A e converted into voltage
t at the base of Q2:

Vg2= 4KT/R, R 2=4KTR,

The noise voltage is converted
in current circulating in Ry:

2= 4KTR,/R,2

The noise current I flows in both
directions upwards giving Vo=2-I.R,

V_m2= V_OZ/GZ = 4KTR,R%¥R,? (then x2)

(Negligible vs. noise of R if R;>>R)

Better to consider them together if we consider the node x at ground, so that we can consider a single
resistor that is the parallel of R1 and R2.

The equivalent resistor has a noise generator 4kT/Rparallel. Now I compute the t.f. between this
generator on R2 and Vo. Firstly I transform the current into the voltage Vb (current multiplied by the
resistor). Then this voltage creates a current in the resistor RO that is Vb/R0. Then this current is
producing a voltage on the nodes of the port that corresponds to the current multiplied by 2*Rd.
Then I have to square to have the sigma of the noise. In fact, Vb2 = 4kT/Rparallel * Rparallel*2 and
Ib"2 = 4kTRparallel/R0"2 and so on. Again, the final voltage generator must be multiplied by two
because I have two parallels, on the left and on the right.

Contribution of Rd

The noise contribution is
converted in Vo through Rp:
Vo=LR,

ouT

—e

V2= 4KT/RyRy2

V, 2=V 2/G2 = 4KT/4R,,-R?2
then x2 because of 2 resistors R,

(Negligible vs. noise of R if Ry>>R)

A generator on Rd is already at the output, I simply multiply the current generator for Rd. So the
voltage at the output is Vo2 = 4kT/Rd * Rd"2. Then I bring back the contribution to the input and
in the end the contribution can be negligible if Rd >> R.

Also this contribution has to be multiplied by 2 because I have two resistors Rd.
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Contribution of F1

ouT

Noise generator of F1
already at the input, to be
counted x2 because of two
JFETs:

Vm2= 2'EnF2

Note: input shot noise of F1 (for
equivalent current generator)
minimized using JFET (low gate
current)

Noise generators of the transistors that can be represented as a voltage and a current generator. The
voltage generator of the JFET (in the image) includes both the 1/f noise and the thermal noise.
These generators are already at the input.

NB: the overall input noise voltage is twice the generator, because we have two noise sources
statistically independent.

This is the first unavoidable contribution in the following formula:

= R 1B 7RIk 1Y 17
2 E:F +E:QZE+ZE:Q3F+1:QZRZ —R0_+5 +21:QJR2
E

The contribution of the shot noise is not analyzed because it doesn’t give contribution to the voltage
noise but it gives contribution only to the equivalent current generator. So, since I have JFETs, I have
to be careful about the shot noise of the gate current.

Contribution of Q3

E.qs2is converted in current by R and then in
Vo through Rp:

Vo2= Enas?/Re>Rp?

V, 2= V. 2/G2 = E,,2/4R2R? (then x2)
(Negligible vs. noise F1 if R.>>R)

l,as® flows into Q3, Q2, F1 and is converted in
Vo through Rp:

2= 2 2
Vo ~ 'nQ3 'RD

V, 2= ﬁ/@z = |, qsH4-R2 (then x2)

o
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The transistor Q3 has a voltage noise generator and a current noise generator. Let’s start from the
voltage. The voltage is converted into a current (En/Re) through the resistor Re, because a voltage on
the base is transferred from the base to the emitter because it is a source follower. Then we already
know that a noise current flowing across Re goes to the top and it is converted into voltage by Rd.
Again, I have to multiply by two because of the left and right branch. If Re >> R (previously adopted
condition for the resistors), this noise can be considered negligible with respect to the one of F1.

Instead, as for the current noise generator InQ3, it is placed between ground (the base is at ground
because I have the zener, it is like a low impedance) and emitter. It is converted into noise at the output
thanks to Rd.

Contribution of Q2

E.q3” behaves as the noise of R, it is converted in current
. by R, and then current I flows in both directions upwards
giving Vo=2-1-R;;:

+Vc

V2= E, ,2/R24R 2

Vi2= V2162 = E o IRZR?  (then x2)
(Negligible vs. noise F1 if R;>>R)

I For the noise current generator we apply the shift
- | Jr theorem and calculate the (linear) transfer to Vo:

V.= | R/Ry2Ry+ IR,

Qz — —
In V02= |nQ22'RD2(2R_«‘;/RD+1 )2
I, -
V2= VG2 = | ,2RA(R, IRy +1/2)2
Vee (then x2)

Voltage generator at the base

It is in the identical position of the voltage noise previously calculated for R1| |R2. We can carry on
the identical calculations. The noise is converted in current through R0"2 and then is multiplied by
Rd. This noise contribution is negligible with respect to F1 if we choose R0 >> R.

Current generator

In is in a very bad position for calculation, because it is not plugged between ground and the emitter
like InQ3, but it is plugged between the base and the emitter, and the base is not grounded.

To perform the calculation, we use the shift theorem: we take the generator, we shift it into two
generators between ground; one generator between ground and the base, the other between ground
and the emitter. In order to have this two generators equivalent with respect to the initial one, we have
to consider the directions of the generators, because the two generators are not uncorrelated, they
express the same noise.

If we do so, we then compute the t.f. between the generator at the base (In*Rparall /R0 * 2Rd) and the
top and we subtract the t.f. between the generator at the emitter and the top. We subtract it because
they are correlated, so we cannot add the contributions, but to subtract them. The contribution of the
second generator is -In*Rd.

In conclusion, we get the net contribution at Vo, and then we square it to get the output noise. We
have to square the final t.f., not the single contributions.
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Contribution of A

E..2 is already at
the output Vo:

Vo2 =E nA2

V, 2=V 2/G2 = E, ,24R2.R2

TAz is converted in
Vo by the two R;;:

Considering the OL doesn’t means that the amplifier is not physically connected, it is physically
connected at the port. We have its noise contribution also, and the one below is the result.
T R 1R 7,
2 2 p2 _ 2

(E% +m|.rMRD)@_ZEM Rk
We have to consider that we have the equivalent voltage and current generators at the input of the
amplifier. We simply need to bring back such generators at the input.
Any voltage fluctuation on (-) is a voltage fluctuation on the output port Vo. Hence the corresponding
voltage at the output port is EnA. Again, this noise contribution is negligible if Rd >> R.

As for the current contribution InA, a current generator in that position is converted into voltage by
the factor 4*Rd"2, because it is a current directly plugged between the two nodes of the port. And so
the corresponding voltage is the current times 4Rd"2.

We are optimistic about this contribution that is then bring back at the input because Rd is much
greater than R. InA depends on if the amplifier has a BJT input or a JFET input. If it has a BJT input,
this contribution can be large.

The current InA is not only on one branch, because it passes in the port, Rd on the left up and then
Rd on the right down, because the (-) terminal is still connected to the left branch. In this case we open
the loop by cutting the loop at the output of the amplifier A; before it was easier to cut the loop where
I have the port, but if I do so now, the amplifier is not working. So I reconnect the loop at the port and
cut it at the output of the amplifier.
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MEDICAL IMAGING

The goal is to get an image of the patient and to try to exploit the image to identify a spatial distribution
of something of interest like:

- Morphology: status of tissues, bones, ...

- Regions where pathologies are localized.

- Physiological functionalities.

The imaging modalities are hence divided in morphological one and functional one.

The main techniques used in medical imaging are:
- Xray radiography, Xray CT
- SPECT
- PET: together with SPECT belongs to the field of nuclear medicine
- MRI
Ultrasound (echography)
The first three have in common the use of radiations, while the last two are not using radiations.

RADIOGRAPHY

Based on Xrays generated by a Xray tube. They are emitted and shine an object; the survival ones are
recorded by a panel that records the intensity of the recorded Xrays.

In radiography, the source of radiation is external to the body, and this is different from the nuclear
medicine modalities where the source is injected in the patient. The other difference is that we record
the Xrays that are not absorbed by the body - in white color we see the part of the image
corresponding to bones, because bones are highly absorbing materials, and few rays reach the slab.
On the contrary, if rays are absorbed nowhere or in soft tissues, we have black or gray (high intensity
recorded).

Moreover, Xrays are emitted in a broad range of energy, but tissues are absorbing more or less
depending on the energy of the rays. Of course, since the tissues are shined by the complete energy
range, the absorption is a mixture of absorptions at the different energies = absorption not really
selective.

COMPUTED TOMOGRAPHY (CT)

intensity

2D Object .

l l l l 1-dimensional
intensity 1 horizontal
projection
1-dimensional
vertical
projection

By measuring 1D projections along different angles, it is
possible to reconstruct the 2D distribution of the object density
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When we irradiate with a normal radiography the patient, we have a 2D image, we cannot identify
the depth of the organs in the image, for example in a planar image the chest and the spine would have
been superposed. In order to distinguish better the objects inside the body at different depth we use
the tomography.

In fact, if we take just a single radiographic image, the resulting intensity depends on the amount of
material in gray passed through the Xray (the less material, more material intensity — see image at
previous page), but moreover, in correspondence of the white cylinder we have a valley of intensity,
because less Xray are absorbed, while in correspondence of the black one we have a peak because
more rays are absorbed (plot on the right).

So from this single image we cannot identify if the white cylinder is on the left or on the right > we
need to take another image from another point of view.

Hence tomography helps us to understand the 3D nature of the object, and not only the 2D.

This can be extended to a CT scan, where basically we have an xray tube and a detector for the xrays.
The detectors aren’t in a static configuration but we take an image (that is a slice of the patient, just a
projection) all around the patient by turning the detection system.

It can be demonstrated that if we take multiple scans with an angular frequency of, for instance, 1
projection per degree (360 projections) precisely, we can get an information inside the body with a
precision that is higher than the spatial frequency of the patient. The final details of the image are as
good as the spatial frequency we use.

Digital survey radiogram N\
®, A\ Freely selectable
/ \ tube-detector
A \ position

~ %0

~
~ 1

y )‘\_,»,'.. /I

s { During scanning

| Tube detector unit
is stationary

27

Patient .n moved
through the scan field

Moreover, to have information also in the longitudinal plane, we have to scan the patient by moving
him on the bed.

We can also do better than just making a full turn with the scanner and then move the bed of the
patient. We can do a spiral scan: while rotating the tube all over the patient, the bed is continuously
moving. Hence we are scanning the patient angularly while he is already moving > spiral recording.
It can be demonstrated that the amount of information provided by this technique is similar to the
classical one.
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SPECT

The source of radiation is in the body. The principle is to bound a molecule with a radioactive
emitter. In radioactive atoms we may have the emission of gamma rays that are detected externally
by the imaging system to identify the presence of the radioactive atom. The topic of interest is not the
atom itself, but where it is fixed the atom. Usually it is fixed in a place where it is veiculated by the
molecule. The molecule is driven toward the region of the pathology and as the molecule brings its
own radioactive atom, we have then a localized emitter of gamma rays.

When we take an image of the patient, like in radiography, we have the planar recording or we can
have the tomographic recording. If we take a planar recording, we are talking about scintigraphy, that
is a planar recording of the emission of the radioactive atoms.

Instead, if the detector is moved across the patient (doing something similar to CT) we are talking
about tomography. We are recording single photon emission in a tomographic way.

‘,%i - Collimator
= N\,

=

1

Gamma Detector —7«

radioactive y-ray
emitter bound to a
molecule

An important component of the camera is the collimator. It is a grid of metals, high absorbing metal,
that allow only the gamma rays parallel to the collimator walls to pass through. Gamma rays in a
tilted direction are absorbed by the collimator. This selection is made because our radioactive atoms
are emitting isotropically, not in a preferrable direction, but everywhere. So if we wouldn’t have a
collimator but a detector taking a recording normally, how could we associate the recording on the
detector to the origin of the emission of the gamma ray? If the emitter is emitting everywhere, how
can I recognize from the detected events the location of the emitter?

If T have a preselection thanks to the collimator, we know by a modality called back-projection, if we
record a signal, by back-projecting such hit of the ray, we can determine the direction of the emitter.
Hence the collimator allows to identify the emission along a given direction.

How can I then determine that along a direction the emitter is in a given position? I use the
tomography. I take several projections, I make the back-projection and I can identify the position of
the emitting atoms, at the crossing between two or more directions of recording.

Scintigraphy SLN

We want to understand for example how far the cancer has developed. One way '3-"'\}‘ |« Breast
to do it is, for breast cancer, the sentinel lymph node technique, because cancer |

cells may circulate through the lymphatic system. We inject a radiotracer in the '
position of interest and then, when the molecule tight with the radiotracer niettior
spreads through the lymphatic system, we look the first lymphonode (sentinel) —
and if we see a signal like in the image it means that the lymphonde has tumor cells. If instead I see a

white image, the cancer has not reached the node. It is an example of functional imaging.
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PET - positron emission tomography

; 4
coincidence

window (10ns)
(electronic collimation)

to avoid random
coincidences between y-
rays not generated by the
same annihilation

- radioactive 3+ emitter
bound to a molecule

« back-to-back y-rays are
generated by the
annihilation of i+ e-

Annihilation event

PET: higher efficiency with respect to SPECT (102 vs. 10%)

The collimator is needed in SPECT to select the direction of rays but there is a price to be paid, that is
that only a small fraction of gamma rays passed through. Most of the gamma rays, the tilted ones, are
absorbed. Hence the SPECT is a very inefficient technique.

To reach the same goal but without a mechanical collimator we use the PET. In the PET we also
bound a radioactive emitter to the molecule, but the difference is that in PET the emitter is a positron
emitter (positron is the antimatter of electron - PET is an application of antimatter). So we have a
producer of beta+ emitter, and since antimatter is rare in the body, the positron travels a short distance
and annihilates with an electron (as our body is mostly composed by electrons, it is very probable that
a positron in a short range finds an electron). When positron and electron meet, they annihilate and
so they disappear. But according to the Einstein formula, if a quantity of mass has disappeared, the
corresponding quantity of energy has to show up tin the same location. In our case the amount of
energy is generated by 2 gamma rays emitted back to back. They are emitted back to back because
they have to satisfy the momentum equation (that at the beginning was zero, and so the final
momentum must be zero. If it was not zero, we cannot assume that the two gamma rays are back to
back - error in the reconstruction).

The energy of such gamma rays is equal to 511keV because E = mc”2 and if the mass of electron is
equal to the mass of positron, the E is 1022keV. Hence the energy emitted in PET is fixed by Einstein
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In SPECT, I have only 1 single gamma ray. So how can I determine its direction? I use the collimator.
However, in PET I know that the gamma rays belong to the same line, direction. Hence in a PET
scanner I don’t need the collimator to identify the direction of the emission of the couple of gamma
rays, because I simply need to have 2 detectors and if one detector provides a signal and the other
provides a signal in a short time, I can say that I have the emission of 2 gamma rays back to back in
the direction that connects the two detectors. So I can get the direction where the source is present
without the usage of any collimator. This technique is also called electronic collimation (in contrast
with the mechanical one).

To determine the source in PET then, I simply wait for the next couple of gamma rays emitted (they
are emitted isotropically indeed). Simply by recording another couple of gamma ray I can determine
the position of the source by crossing the two directions. With other gamma rays I can then reinforce
the information. So the technique of tomographic reconstruction of PET is made out by crossing
several lines of response (LOR, that is the direction extracted by the detection of two gamma rays).

Coincidence window

However, we need in PET to use coincidence. It means that when for instance we have our first ray,
when we detect it, we need to open a time window, the coincidence window, and wait for the arrival
of the corresponding opposite second ray, and then we close the window. It is important to check if
events happen inside a suitable time window because later on we can have the emission of other rays,
so in PET reconstruction it is important that 1 is associated with 2, 3 with 4 and 5 with 6. It would be
completely catastrophic if 2 would be associated with 4, because then we would assume that the LOR
would be the connection between the connector taking 2 with the detector recording 4.

Hence it is of paramount importance that the first hit we get opens a time window and we check the
photon arriving within the time window. Then of course later on we would have the event 3 and we
put in a coincidence window the event 4, and so on.

In order to do so, we need to keep the time windows as small as we need. Typically, a reference value
is on 10 ns.

It is of 10ns because the gamma rays travel at the speed of light, so in 10ns is already exceeding the
maximum time for travelling the whole diameter of the patient. If in 10ns a coincidence has not
happen, it will never happen. if in 10ns we don’t record both photon 1 and photon 2, we will never
record.

So it is important to keep the coincidence window small because of course the larger we keep it, the
more we allow different photons to be put in coincidence.

If it is too much large, also photon 3 could participate to the coincidence, erroneously. These are called
spurious coincidence, that we want to avoid.

If we are so unlucky that the couple 1-2 is absolutely simultaneous to couple 3-4 we can do nothing.
But as long as they are not simultaneous, we have to associate the couples with time windows.

Hence PET is based on coincidence between detectors placed around the patient because if we can
record such a coincidence, we can draw the LOR which tells the direction of the source.

When a signal arrives, we will start a coincidence window and we will wait the second gamma ray to
be recorded inside the coincidence window. If not so, the second gamma ray is lost, because it is better
to close the window than to record it.
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If we take the window open for more than 10ns, other couples of gamma rays can be detected and so
we would not know to which gamma ray associate the window.

Efficiency

The missing of collimator makes the PET much more efficient than SPECT, it is 10"-2 with respect
to 10"-4. 10"-2 means that among 100 gamma rays emitted by the patient, only 1 is recorded and
provides a point into the image. In SPECT it is 10"-4, we need 10000 gamma rays emitted by the
patient to get just one useful for image reconstruction, because almost all the gamma rays are killed
by the collimator.

PET - Examples
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PET image of a patient with hot spots of accumulation of the radiotracer. It is localized there because
the regions of tumors are able to absorb molecules like glucose or other specific molecules (black parts).
Hence the scope of PET is not to look at the morphology of the patient, but to get where the
pathologies are located. In the image we have the improvement of patient’s tumor under
chemiotherapy. There is a high accumulation of the radiotracer in the bladder because the radiotracer
veiculates through the body but then it is expelled by the bladder.

Differences with other techniques
CT+PET

The scope of a CT is the morphology, of PET is the functionality and moreover today we can have
also multimodality. On the same recording CT and PET are coupled, the two images are combined,
and we have advantages because we can see the location of the pathology superposed to the
morphology image, so providing good information for surgery and radiotherapy.
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Less popular is the MRI+PET.

The choice of the imaging technique depends on the parameter which has to be visualized.
Figures of merit:

- Sensitivity: efficiency of the imaging system to detect the parameter of interest.

- Selectivity (specificity): capability of the system to distinguish the parameter of interest from
other possible signals. Our imaging system may be able to detect a signal, but unfortunately
not always this signal is associated with the pathology we are looking for. So it is the capability
not only to detect a signal, but to detect the correct one.

- Resolution and contrast: capability of the system to distinguish details of the distribution very
close each other and separate regions with different concentrations (to improve contrast,
specific contrast agents can be employed). Contrast is the capability of the system to
distinguish regions with slightly different concentrations. For instance, we have a good
contrast in CT to separate tissues from bones; however, CT has some difficulties in distinguish
among the soft tissues themselves. Instead, MRI is particularly able to resolve soft tissues with
contrast.

SPATIAL RESOLUTION: the Point Spread Funcion (PSF)

— — =

point, 5-like source 3
image

MARGIN FIGURE 17-3
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We start with resolution, the capability to distinguish closely spaced details. One key parameter is the
PSF, that is the response of the imaging system to a delta-like point source. So if we suppose to have
in our image a delta-like object, the response of our system will be a peaked image (red, right). Usually
the resulting image of the delta is not as much narrow as the delta, and the width of the PSF is actually
the spatial resolution of my imaging system. Narrower the PSF, the better is the imaging system.

Let’s quantify this a bit better. I(xy) = O(%Y)*h(xy)  h(xy): PSF |
We characterize the PSF of our system as a bidimensional
function h(x,y); if we have an object defined with O(x,y),
the resulting image in the imaging system will be the
convolution of the object distribution with the PSF. In fact,
in signal processing, the correspondence of the PSF is the
pulse response h(t). if our system is characterized by a time
response h in the time domain, the response of the system

in the time domain will be the input stimulus in the time @
domain convoluted for the h of the system. PYGLIRE 8 PIISCIGR | g O A Bl S0 o oect

O(x) with a e-dimensional Gaussian PSF, h(x). (a) If O(x) is a delta function |(x) and hix)

O(x) h(x)

are identical, qnd thus the acquired image can be used to estimate h(x). (b) Sharp edges and
boundaries in the object are blurred in the image | (x). (c) If the ima
overall effect of h(x) is small, but if, within the smooth structure, the
in (d), then these boundaries appear blurred in the image.

ry smooth, then the
9 sharp boundaries, as
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In imaging systems, if we make a convolution of the PSF with a delta-like object (a), by definition the
image response will be the PSF, because the PSF is the response of the system to a delta-like object.
If we have an object different from the delta but with sharp edges (b), a convolution with a not fully
sharp h will be the input object but with the boundaries smoothened by the smoothing of the PSF.

In (c) we have an object that is already smoothened, so the convolution with the PSF produces the
object identical to the original one, because there are no sharp boundaries filtered out by the PSF.

In (d) we have the superposition of a sharp object with some sharp details and, once again, the PSF is
smoothing the sharp edges but not the soft ones.

In particular, the width of the PSF provides us the spatial resolution of the system. This is shown in
the image below.

//\
|\\H\/1% FWHM

e signals from the two point sources can be resolved when

the separation between them is less half the width of the main lobe of the sinc function.
(Center) For an arbitrary form of the PSF, the two point sources can be resolved when their
separation is less than the FWHM of the function. (Right) The two point sources can no longer
be resolved due to the broad FWHM of the PSF.
1 Z
B = exp [ — (X — Xxp)” Gaussian PSF
' SIro? o2 (or Gaussian approx. of PSF)

FWHM = 2v/21In20 = 2360  Full-Width-at-Half-Maximum

We see two deltas (upper left) and x are the corresponding images produced by the two corresponding
PSF. Of course, the larger the width of the PSF, the more becomes impossible to distinguish the two
objects, because the two responses of the imaging system merge and overlap. If the PSF is larger than
the distance between the two objects, we cannot distinguish them.

This intuitive view provides us a quite useful rule of thumb: if we quote the full width at half maximum
(FWHM), so we take the peak of the PSF and we quote the width of the PSF at half its peak value, we can barely
distinguish two points that are placed at a distance equal to FWHM.

For instance, if FWHM is of 2mm, we can distinguish two points that are separated by 2mm. Of
course it is a rule of thumb; if the two points, instead of 2mm, have a distance of 1.8mm, probably we
can still distinguish them. So practically the spatial resolution of our imaging system is the FWHM.

A very common way to quote the PSF is the gaussian fitting. It doesn’t mean that all the imaging
systems have a gaussian PSF. Some of them do, but other one, like the one below the x, don’t.
However it sill may be convenient to approximate at least the first lobe of the PSF with a gaussian (as
done in the central image). If we do so, so we extract the PSF with the fitting of a gaussian curve, the
gaussian fit has a sigma and there is a precise mathematical correspondence between the sigma of a
gaussian and its FWHM. And the algebraic correspondence is the one in the bottom of the image. In
this way we can get the FWHM, that is the ‘rule of thumb estimation’ of our spatial resolution.
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Line Spread Function (LSF) and Edge Spread Function (ESF)
1L.SE(y) /.I’SI‘(\_\‘):/\
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FIGURE 5.5. lllustration of the concept of (left) the line spread function (LSF) and (right) the
edge spread function (ESF). For measuring the LSF, the object consists of a thin line, with the
one-dimensional projection of the object in the y dimension shown above. The actual image is
broadened, with the LSF defined by the one-dimensional y projection of the image. (Right) For
measurement of the ESF, a wide object with a sharp edge is used.

X

LSF is the integration of the PSF along one coordinate. If we do so, we have a response in one
coordinate. ESF is how an edge in the image has been reproduced by the imaging system. These two
are related to PSF.

Modulation Transfer Function (MTF)
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FIGURE 5.6. (a) A schematic of a line phantom used to measure the MTF of an imaging system.
(b~e) The images produced from the phantom by imaging systems with the MTF shown on the
right. As the MTF becomes progressively narrower (corresponding to a broader LSF), the image
becomes more blurred.

In signal processing, we have also a quantity in the frequency domain that is the Fourier transform.
The Fourier transform is the property of the response of a system determined in the frequency domain.
Also in image processing we have the analogous function that is the MTF. It is nothing more than the
Fourier transform of the PSF, but the difference is that the Fourier transform was with respect to a
unique variable, that was the time domain. Here we have the spatial domain, that is characterized by
three variables, X, y, z, so it is calculated according to them.

A more intuitive point of view is provided by the drawing below the formula. We see the images of
very tiny line (a) (unidimensional example), and we record different images of this line with a system
(from b to e) with worst MTF (e) and we intensify the frequency of the lines; so in the image the lines
are accumulated more and more one close to the other. From top to bottom, the imaging system
worsens.
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We can see that moving from the example (a) to the example (e), the system is characterized by worst
performances. In fact, moving down, the system is producing a broadened image of the line.

A system with a broadened image (e) is characterized on the right by a lower cut off frequency of the
MTF. Indeed, the more the electronic system is low pass filtering, the more the resulting image will
be smoothened, and we will have a low cut off frequency.

The conclusion is that having an MTF with lower cut off in spatial frequency means that we are less
and less able to distinguish lines at higher spatial frequency. The spatial frequency is associated to the
spatial frequency of accumulation of lines at HF; so in the worst system (e) we are no more able to
distinguish consecutive lines if they fall at too high spatial frequency.

Spatial resolution — Example

( By a. Example profile at 12 Ip/mm
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FIGURE 25-2 [ p—
Line pair gauge. The line pair gauge is
a tool used to measure the resolution of
imaging systems. A series of black and
white ribs move together, creating a
continuum of spatial frequencies. The
resolution of a system is taken as the
frequency where the eye can no longer
distinguish the individual ribs. This
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The one in the middle is an object used to quote the resolution in a radiographic system. The object is
unique, but made by 5 diverging lines. These lines are the same, but the spatial density, quoted in line
pairs per mm, is not the same, because in y we have 5 lines over a given distance (and the density is
3), while in x the same lines are lying in a much smaller distance (higher density).

These two examples are two spots in two different spatial frequencies, and our system has an MTF
that could be not able to cover all the spatial frequencies. For example, in y the spatial frequency is so
small that the system is able to measure it, but in X the system is no more able.

On the right of the image we have the profiles. If we cut the image in the middle, we see that the profile
iny is a very sharp image, whereas if we cut the profile at x the image starts to be less resolved (imaging
system no more able to distinguish any line).

FWHM rule of thumb — specification

Coming back to the rule of thumb, the imaging systems have similar resolving time if they have a
similar FWHM. This rule is not rigorous.

In the image we have the PSF of 3 completely different imaging system. The first one (P) is the so-
called pillbox. It is the classical pixelated imaging system. In this system, if a photon falls within the
pixel dimension we have 100% chance to detect it and elsewhere is 0 (if a photon falls in a neighbor
we have 0% chance to have a signal on the main pixel). It is the classical response of a pixelated sensor,
so 100% of detection inside the pixel and 0% elsewhere.

This is not true for all the imaging systems; there can be a system characterized by a gaussian PSF (G)
or by an error function (E).
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FIGURE 25-1

FWHM versus MTF. Figure (a) shows profiles of three PSFs commonly found in imaging systems: (P) pillbox,
(G) Gaussian, and (E) exponential. Each of these has a FWHM of one unit. The corresponding MTFs are
shown in (b). Unfortunately, similar values of FWHM do not correspond to similar MTF curves.

All these three imaging systems share the same FWHM, so according to the rule of thumb they should
provide the same imaging capability. But this is not true, because if we plot the corresponding MTF,
that is the frequency response, the MTFs are different. So if we process the image with MTF we would

get a quite different resulting image.
Hence the FWHM is a rule of thumb, but not absolutely true, because the MTF can be different.

SNR: THE POISSON STATISTICS
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Another fundamental parameter is contrast, that is the capability to identify boundaries between
regions. In part contrast is related to resolution, but it is mostly related to the statistics of our signal,
so how much signal we are recording during our data-take.

For instance, let’s suppose we have a pixelated sensor (characterized by the pillbox function); we have
pixels and we are collecting xrays in the red region. We count how many photons we have in pixels
in the time T, that is the time needed to record the image; for example, in radiography the acquisition
time is of 1s (time in which the xray tube is switched on). This procedure is done pixel by pixel, we
have to calculate the statistics for each pixel.

Moreover, let’s suppose that in this 1s a pixel collects an average u of counts. So we push the bottom
several times and we are able to get the average number of photons collected in a pixel in the time T.
Then the question is: how much does this count fluctuate statistically around u?
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u is the average, but N is the recording of the count each time we repeat the measure. So how does N
fluctuate around u?

At first approximation, the probability of counting a number N of counts around the average follows
the Poisson statistic, given by the formula. The formula tells us, one we have u, the probability to
count any kind of N around u.

If for instance u = 100, the highest probability is to count N = 100. However, we have also a probability
of counting different numbers from 100.

One of the properties of the Poisson statistic is that the variance of the counts is equal to the average
number. Given an average number, the variance is equal to it, and the sigma (std) is equal to its square
root. Since we know the average number and the sigma then, in Poisson dominated systems we can
easily calculate the SNR.

The SNR is equal to the number of counts in a pixel divided by the corresponding sigma. N can then
be approximated with the average amount and since u is sigma-squared, the SNR is given by the
square root of the average number.

This result says that in order to increase the SNR we need to increase the average counts in the pixel.
This can be done in different way; in radiography the operator can improve the SNR of the image by
pushing the button for a prolonged time (more than 1s) - increased acquisition time and so the
average number of counts. The drawback is that we are irradiating more the patient.

The other way to increase statistic is to create a better system, to have a more efficient use of the
photons, to increase the number of u for the same amount of time.

Example

We have a 4-pixels system and a flat image. For instance, we have in average u = 100 per pixel. The
sigma is 10. Hence the SNR is sqrt(100) = 10.

Now we want to have better images > we improve the spatial resolution of our system. If we do so,
we have more pixels, but for the same acquisition time of 1s the 100 counts in the previous system are
now 25. Hence we have improved the spatial resolution but at a cost of worst statistic and SNR.

Is good to improve the image resolution (pixel number) but worsened the statistics (SNR)? We must
find a trade-off.
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IMAGE CONTRAST

Capability to distinguish in the image the different tissues
(e.g. bones vs. soft tissues, healthy tissues vs. pathologies)

image noise (statistics)

spatial resolution

FIGURE 5.9. (Top left-to-right) As the noise level increases in an image with high intrinsic con-
trast, the CNR degrades such that structures within the image can no longer be discerned.
(Bottom left-to-right) As the spatial resolution of the image decreases, then the image contrast
becomes worse, particularly for small objects within the body.

We have the original image on the bottom left, with two zones of different density. Going toward the
right in the bottom set of images we go to system with a worst spatial resolution. When the spatial
resolution is too bad, we cannot distinguish anymore the small object, because it is smashed all over
the background. So, a very bad spatial resolution doesn’t allow to detect contrast well, at least for very
small objects.

On the top we have a system with always a perfect resolution, the resolution is kept the same from the
left to the right (the borders are as good as in the original object). However, the statistics is worsening,
the image starts to have lower statistics. Hence the counting of the pixels is no more the same, even in
uniform pixels (middle). At a given point the statistics is so low that we are no more able to distinguish
the object.

In conclusion, statistic is as important as resolution, and in the trade off between spatial resolution
and statistics we have to find a good compromise.
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RADIATIONS IN RADIOGRAPHY, SPECT AND PET

radiazioni non ionizzanti
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radiazioni ionizzanti

These techniques have in common the usage of x and gamma rays. The x and gamma rays are
electromagnetic waves, so they belong to the electromagnetic spectrum, and are the more energetic
region of the electromagnetic waves.

In particular, as we can see in the pic, the distinction between x and gamma is not a matter of energy,
because we can have an energy where we have both x rays and gamma rays. To distinguish between
them, we consider the origin. Xrays are associated to phenomena involving atoms, they are based
on emission from atom, while gamma rays are based on emission from nuclei or to annihilation of
positron and electrons. Hence the distinction is not the energy range.

Moreover, xrays are most present in the low energy range, they may go from 10keV to hundrends of
keV, while gamma rays are more pushed to higher energies. But we have also a range where they are
in common. In green we have the energy range in medical imaging.

Xrays
- Energy: 10 eV — lkeV — 100-300 keV
- Origin: fluorescence from atoms, Bremsstrahlung
- Applications in medical diagnostics: radiography (conventional, mammography,
densitometry, ..., CT)

Gamma rays
- Energy: 10 keV — 100keV — 10MeV
- Origin: nuclear emission, annihilation of positrons
- Applications in medical diagnostics: SPECT, PET

ORIGIN OF X-RAYS
There are 3 main phenomena for the origin of x-rays.

1. Fluorescence

It takes place in atoms. In the image we have the Bohr atom representation with electrons in fixed
energy orbitals; when we accelerate an electron as in the xray tube, the electron accumulates kinetic
energy (from 1 to 100keV), and there is a given probability that the electron is able to kick out the
electron staying in one of the three orbitals of the atom.
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This contact between electrons doesn’t leave the atom in an equilibrium state, because we have an
empty slot in the low energy orbital (from where the other electro has been spilled off), and it is possible
that the slot is filled by an electron belonging to the second or third nearest orbital.

accelerated

electron o the energy of the accelerated electron produces the emission
(E ~ 1-100keV) of an electron belonging to an internal shell (K,L,M)
« an electron of a next shell takes the place of the ejected
electron
« the process produces an X photon of definite energy, equal
to the difference between the two energy levels

The most probable is the recovering by the nearest orbital.

Since the electron filling the position has an higher energy (because it is further from the nucleus), the
final energy state for the electron is at lower energy = some energy must be released in the universe.
One mechanism (not the unique one) that may happen is the emission of xray by fluorescence. It is
emitted by the recovering of the slot by an electron in the outer orbitals. This xray has a precise and
finite value, that is the energy of the level to which the electron was previously belonging minus the
energy of the new level (green formula). This energy difference is positive.

Moreover, we have that also the electron in the third level will move to the second one to fill the slot
and so the emission of another photon > we may have a cascade of effects.

However, this outcome Eph, called radiative outcome, so the relaxation of the atom by emission of
photons, is not only the possible output. We may have also other non-radiative effect in place of the
emission of the photon.

This means also that the cascade of the atom to get equilibrium will always lead to the emission of
xrays, there are also other competing effect, like the Oegeau effect.

Of course, we may also have that an electron from a further level would go in an inner slot. In this
case the energy of the emitted photon will be larger.

This effect was also called photoelectric effect and it was firstly proposed by Einstein in 1905 and the
description of this phenomenon rewarded Einstein with the Nobel price.

While fluorescence is a discrete energy emission modality because the xrays depend on discretized

energy levels, in the following Bremsstrahlung we have infinite ways to have possible bendings (from
a quasi-zero bending to a very severe one and a total crash).
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2. Bremsstrahlung

STe
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« the Bremsstrahlung radiation is produced when an electron

changes its velocity following the Coulombian interaction with the atomic nucleus

« the emission is larger more energetic is the electron and larger is Z of the absorbing
material

« the energy emitted as X rays has a continuous spectrum from O to Emax (the kinetic energy
of the incoming electron, in the case it is fully absorbed in the interaction)

nucleus

Bremsstrahlung is a german word that in English corresponds to ‘break and loosing velocity’.

This phenomenon occurs when and electron is travelling in the proximity of a nucleus. Due to the
charge attraction, the electron changes direction - it is a coulombian effect between a fast-travelling
charge and a resting nucleus.

As the electron is bending, so changing trajectory, the deceleration (the electron is changing direction
and loosing velocity) implies emission of energy in some ways, and the way is xrays.

Hence we have an emission of xrays when an electron looses energy passing close to a nucleus.

However, we may have different situations, depending on the trajectory. On the left we have a soft
bending, on the right we have a hard bending, because the electron is passing particularly close to the
nucleus. This means that differently from fluorescence where the emission energy is discretized, here
we have a ‘continuous’ emission of energy, because we may have for instance a very very soft bending
because the electron is very far away from the nucleus and so the emission of xray will have a very
small energy (left), or a complete opposite situation in which we have a crash, the electron is not even
bending, but crashing in the nucleus.

In the former case the energy of the xray will be close to 0 because the bending is very small, in the
latter case the energy of the xray will be equal to the kinetic energy of the electron, because it has lost
his kinetic energy because it has been completely stopped.

Spectrum of the x-ray tube Syt N
It is a histogram of all possible xray energies as a A / g dstion lines
function of the energy, so the number of photons of a

given energy. We can see that we have a continuous i oupe

~
~

spectrum, from 0 to 150keV. This because the
Bremsstrahlung is producing photons from 0 to total
crash. Superposed to this continuoum we have discrete
lines, and these lines are the lines due to florescence.

effect of
internal filtering

. . 1
Hence in the xray tube we have fluorescence lines plus 4 y —»
. 50 100 150

bremsstrahlung and in bremsstrahlung we have e ——_—

energies not ranging from 0to inﬁnite, but up to the FIGURE 1.5. A typical X-ray energy spectrum produced from a tube with a kV,, value of 150 keV,
using a tungsten anode. Low-energy X-rays (dashed line) are absorbed by the components of

kin etl Cc en ergy Of the el e CtI'OIl the X-ray tube itself. Characteristic radiation lines from the anode occur at approximately 60 and

. 70keV.
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So in the Bremsstrahlung we have a continuous spectrum of xrays ranging from 0 (no bending at all)
to the maximum energy of the electron in the field.

3. Synchrotron light

an electron forced to run a
circular trajectory loses energy
in the form of X rays

X (synchrotron radiation)

7

In summary:
an e- decelerated loses part of its energy in the form of X rays in the
following ways:

1) the deceleration changes its tangential velocity = bremsstrahlung

2) the deceleration changes its normal velocity = synchrotron light

Mechanism generated only in specific accelerators called synchrotrons. Although it is not used for
medical imaging like in radiography, they have the property that can be monochromatized, they can
be generated with a very precise energy, that is not the case of Bremsstrahlung.

The synchrotron light it is a complex mechanism. We have an electron travelling in a region where a
magnetic field is applied (red sposts) directed exiting from the surface (in the image) and because of
the negative charge of the electron, by using the Lorentz force and the 3 fingers rule, we have that the
electron is attracted to the center of the circle and so it is experiencing a force that keeps it to the
circular trajectory. Since the electron is changing velocity, not in term of tangential speed but in term
of velocity vector, because the vector is bending, this phenomenon is also determining an emission of
energy in the form of xrays.

Hence when an electron is travelling in a magnetic field, it changes trajectory at the expense of the
emission of energy in terms of xrays.

If an electron is moving along a trajectory and it is loosing energy, it should not follow anymore a
perfect circular trajectory because it is loosing momentum -> the trajectory should be a spiraled one.

58.

Inside the magnetic field, the electron bended is releasing xrays but loosing energy, so if we do nothing
the trajectory will be spiral as long as the final energy will be zero. In the real case we have along the
trajectory some stages, some linear stages which basically have a linear electric field which restores
the kinetic energy of the electron. So if the electron looses energy by means of an xray, then while
entering into the stage 1 it is accelerated again so that it recovers the lost energy. Again for stage 2 and
so on. Thus the electrons can stay in the ring for hours, they continuously irradiate, they have a time
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constant of days before they stop to irradiate, because the energy of the irradiation is restored by the
linear acceleration stages.

It is a technique not used a lot in medicine, but there are techniques in which it is used for medical
imaging.

GENERATION OF XRAYS: XRAY TUBE

the electrons are emitted by a
filament which is heated by
means of current flow

suitably biased electrodes focus
the beam of electrons emitted
by the cathode

effective focal

spot size

the electrons are
accelerated by the high
/ voltage applied between
2N anode and cathode and let
/ \ collide on the anode where
“—» they produce X rays from

coverage Bremsstrahlung
and fluorescence

FIGURE 1.4. (Top) A negatively charged focusing cup within the X-ray cathode produces a tightly
focused beam of electrons and increases the electron flux striking the tungsten anode. (Bottom)
The effect of the anode bevel angle 6 on the effective focal spot size f and the X-ray coverage.

Main generator of xrays. It is exploiting the phenomena 1 and 2; both phenomena are based on an
energetic electron, so we need first to accelerate an electron and this is done by the cathode of the xray
tube where there is a circuit which provides current in the order of the ampere to a filament (a filament
is a wire which is heated like in lamps). So there is a circuit which heats a filament, the electrons in
the filament are emitted by the heat and we have a region with vacuum where we have only electrons
emitted by the filament. Then there are some electrodes used to confine the electrons emitted by the
filament on a more precise spot and in the second part of the xray tube we have the anode. It is a piece
of metal, typically tungsten, and the characteristic of the anode is that it is placed at very high voltage
differences form the cathode. So between anode and cathode we have a high positive voltage difference
and the electrons emitted by the filament are accelerated within the vacuum chamber and hitting the
anode.

When they hit the anode they produce xrays by means of florescence and bremsstrahlung. The
emission of xrays is in principle isotropic, but since we are interested in a given direction, the spot of
origin of the xray can be considered with a dimension f that is given by the width of the electron hitting
the anode. Theoretically the xray tube should be considered as a kind of pointlike source, but in reality
it is no, since it has a given dimension.

The energy of the electrons hitting the anode is given by the definition of electron-volt. 1eV is the
energy acquired by one electron travelling across a voltage difference of 1V. By definition, if now the
voltage difference is now HV (High Voltage), that is for instance 100kV, it means that the electron will
acquire a kinetic energy of 100keV. So it is very easy the range of the emitted xrays, it will be from 0
to 100keV.

In fact, if we look to a typical spectrum of an xray tube, if I would have used a tube with 150kV of
voltage difference between cathode and anode, this means that the maximum energy of the
bremsstrahlung xray will be 150keV.
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Hence the operator of the xray tube can

X-I’B}’ mtensity characteristic
change the range of the emitted xrays radiation lines
just by changing tha voltage of the xray ﬁ /
tube. N
In principle we have a distribution from iy F
0 to 150keV and superposed to this S o
continuum that is the bremsstrahlung

we have the fluorescence characteristic
xrays (peaks, discretized xrays). The

effect of

latter are more than one single energy, internal filtering
because we have more than one i I
possibility of recovering of the empty ;0 H'm o

places. For instance, the more intense

peak (mOSt prObable phenomenon) 18 FIGURE 1.5. A typical X-ray energy spectrum produced from a tube with a kV,, value of 150 keV,

referred to an electron moving from the using a tungsten anode. Low-energy X-rays (dashed line) are absorbed by the components of

. the X-ray tube itself. Characteristic radiation lines from the anode occur at approximately 60 and
next band to the vacancy in the one 7okev
below; however, we may have also that other electrons from outer levels would go to the vacancy

(peak at larger energy, but with less probability).

X-ray energy (keV)

So in the real xray spectrum (continuous line, not dashed) there is a drop of xrays at low energies. This
drop can be understood if we look at the real drawing of an xray tube.
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/ /— Glass Envelope
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Filament
+ |LE—— Circut
Rotating
Portion ‘
— Filament
Molybdenum
Neck and Base X-ray Electron Beam
Beam
FIGURE 5-1

implified x-ray tube with a rotating anode and a heated filament

We can see the filament and its circuit (heating and emission of xrays), then we have the anode at high
voltage and the emission of the beam. Everything is enclosed in vacuum (glass envelope) and all the
surface is covered by a protective element so that the irradiation emitted everywhere is shielded, so
that the xray tube is not irradiating the operator, for instance.

We have then an exiting window, that is not an opening in the glass, or otherwise we would break the
vacuum, but it is an opening in the shielding.

Since we have a layer of glass, some radiation is absorbed by the glass envelope, and this is the reason
why we have the absorption of radiation in the spectrum. The absorption is not only in the glass, but
also in the air. 1 m of air in between the source and the patient can absorb a significant amount of
radiations.

Moreover, the anode is not a static piece of metal, but a rotating disc. It is rotating thanks to an
electrical motor. This is done in order not to hit with the electrons the metal always at the same point.
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If we hit the metal always at the same point, the metal gets hot and can melt. This because xray
emission is not the unique product of the hit of the electrons, but a lot of the crash energy is converted
in heat (increase in temperature). So we are heating up the anode.
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If we are rotating the anode, we heat a coronal region and not always the same piece of anode. In this
way the dispersion of heat is better. The energy lost in heat is the complete kinetic energy of the
electron; so the energy is either lost in heat or in xrays. Unfortunately, the heat lost is much more
probable than the xray generation. - xray emission is a very inefficient phenomenon.

Coming back to the spectrum, it is very broad. What is not nice of such a broad spectrum is that the
absorption properties of the body are energy-dependent. A tissue absorbs selectivity one energy of the
xray differently from the other. The operator can just tune the end point, the highest energy of the
xray, but not the internal ones. Hence it is a quite broad spectrum for irradiation.

ORIGIN OF GAMMA-RAYS

They are originated by the nuclei, they are following a reaction involving instable nuclei, or nuclei of
instable isotopes.

An instable isotope is an isotope that soon or later will change the composition of its nucleus. Most of
the isotopes are stable in nature, but some of them can break themselves and in this modification of
the nucleus composition they can emit radiation, and in this case we talk about radioactivity.

So the radioactivity is a very general phenomenon occurring in instable isotopes producing 3 types of
radiations: alpha, beta and gamma.

Alpha is a nucleus of He (two protons and two neutrons), beta is an electron (generated inside the
nucleus, so we distinguish it from the ones travelling across the nucleus) and then gamma.

_ dN . radioactivity: emission of radiation (o.p,y)
A B dt = 2N following the spontaneous change of the
. ordeeayrs nucleus composition in instable isotopes

A: activity of the radionuclide N/N
(Curie,Ci=3.7x101° Bq) °
(Becquerel=disintegrations/s) 1.0 &
N: number of nuclei -

: decay constant

N = NDEXP(':’\t) 05_
N,: humber of nuclei at t=0
_In2
T2 = >
- Mp=—=p time
Tyt half-life constant Tir
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The rate of emission of such radiation is, in radioactivity, called activity (A) and it is regulated by the
equation above.

We have a number N of isotopes, a number N of nuclei. The activity is given by minus the derivative
of the number of nuclei in time. This is obvious because if the instable isotopes change, they disappear.
So the derivative is a negative number, because the isotopes are transformed in something else, they
are no more themselves after a radioactive emission. Hence with a minus in front the term gets positive
and it is the number of emission.

Of course the number of emission is equal to the rate of disappearance of the isotopes.
How many decays I have per second? As many as the number of isotopes that disappear per second.

The second part of the formula is that the activity, so the number of emission of radiation is
proportional to the number of isotopes themselves by a proportionality factor lambda. So the number
of emissions is proportional to the number of atoms.

Half life constant

If we integrate the differential equation we get an exponential formula. The number of remaining
atoms over time is obtained by integrating the equation. It is given by the initial number of atoms
NO at time t0 multiplied by an exponential decay. The larger lambda, the smaller the time constant in
the exponential decay.

In the radioactivity field, more than specify a tau for the decay, it is specified a constant (that is still
proportional to the tau by a logarithm of 2, In(2)) that is called halflife constant. It is the tau multiplied
by In(2).

Its physical meaning is that it is the time that passes before the radioactive material has reduced by a
factor of 2. After a halflife constant, the radioactive material has been divided by 2. Then after another
half time constant there is another cut by 2. Hence basically the radioactive isotopes reduce with a
power of 2 of the half-life constant.

This is important in the case of nuclear accident, because there are some radioactive isotopes whose
half life constant is of seconds or minutes (and after 1 week most of them are gone), but also others in
the other of 10 years or even more - the remaining isotopes will half by a factor of 2 only after 10 or
20 years, and this is why contamination is difficult to be extinguished, because we need to wait that
all the relevant isotopes has been reduced by waiting several time their half life time.

In medicine, the most common gamma emitter is Technetium 99, used in SPECT or scintigraphy. It
is originated by the decay of a parent element, Molibdeno 99 (99 is the atomic mass, sum of protons
and neutrons in the nucleus). Mo is an instable isotope with half life constant of 66 hours (if we take
1kg of Mo, after 66h we get 1/2 kg of Mo, because the remaining half kilo has become Tc 99).

Tc is a different element, with one proton more than Mo, but the atomic number is the same, because
a proton has been transformed in a neutron. There is a change in the proton number but not in the
atomic mass. In order to conserve the charge, we have one proton more but the emission of a beta
particle.

Tc is unstable itself, but now with a half life constant of 6 hours and it emits a gamma ray. So, Tcis a
radioactive isotope that produces gammas, that are the one used for diagnostic.

When in SPECT we bound a radioactive element to a molecule, this element is Tc. It is bounded to a
molecule so that it emits gamma rays that are used for SPECT diagnostic.
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These gamma rays have a precise energy that is 140keV.

One popular y-ray emitter for medicine: Tecnetium 9¢
(used in 90% of the diagnostic analyses in nuclear medicine)

T2 66 h 9¢ t26h 99
#Mo —— B +78Tc —— "fTc+y

* %9MTc is metastable state (t,, = 6h, useful for diagnostics)

e Energy v = 140 keV (good energy for diagnostics)

Few general notes on radionuclides for diagnostics:

* 7y, too short = short time between injection and diagnostics
* 7y, too long = low activity, patient radioactive for too long

¢ Ey too low = few rays reach the detector

» Ey too high = patient ‘transparent’, difficult detection

So Tc is generated by Mo and then when injected in the body it emits gamma rays of 140keV collected
and measured by the measuring apparatus.

Properties of a gamma emitter

The two properties that characterize a gamma emitter are the half life and the energy. This of the Tc
is a particular case, we have several possible emitters. But the question is: is 6h good? Is 140keV good?
If the half life is too short, for instance 10s, we don’t have enough time between the injection of the
radiotracer in the patient, the veiculation of it and the corresponding image recording. So the risk if
the half'life is too short is that when we take the image of the patient, the radiotracer has already gone.

Conversely, if the half'life is too long, firstly the half life is proportional to lambda, so a tau too long
means lambda too small which means activity too low, and we need too long to get an image.
Moreover, another practical limitation is that the patient is radioactive for too long.

So 6h is good, it is an ideal number. In 6h we have sufficient time to record the image without that the
radiotracer has vanished, and on the other hand it is not too long.

As for the energy, if the energy would be too small, the gamma rays could not escape from the body

of the patient, they could be absorbed by the

body and the external apparatus won’t see Other nuclides radioactive for electron capture

anything. Instead, energy too high means that (capture l_)y _the nucleus of an elect_ron from shell K or L, fgllowed
. . by an emission of a y ray and possible X-ray fluorescence):

the patient is transparent, but also the detector

has difficulties in stopping the gamma rays. So B+ Je = PTe+y  (159keV)

we need to find a good compromise, and 0TI+ e 25 XHg +y (167 keV) + X-rays  (68-82 keV)

140keV can easily escape from the patient but

can also be detected by the detector.

67h 111
—

loIn+ _Je wCd+y (171keV)

TABLE 2.1. Properties of Common Radionuclides Used
in Nuclear Medicine

There are also other possible phenomena,

Radionuclide Half-life y-ray Energy (keV)
called electron capture; we can have isotopes oom g 6.02h 140
67,
that capture an electron and they are o " s s
. . . 133
transformed in stable isotopes that emits o i i
gamma rays. In the table we see other gamma el b o
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rays emitter, but they have different and longer half life. In fact, the duration of the emission is more
a nasty problem than the energy.

Generation of Tc in the hospital

Generation of %°Tc in hospital starting from %Mo

dNy, dN. T12 o= 66h
? = “AmoNMo ? = /‘*MoNMo' j‘TcNTc ATc: +/‘~T‘:NT‘: e

Ty = 6h

Nuo(t)=Npo(0)e?mst  Np(£)=Nyo(0)hpof (Myeiyo) (€7 Mot ~e71ct)

d N Radioactivity
Mo Y

AM0= dt = }"MONMo(o)e-}'M;c

Are = Nuo(0)Amoore/ (AP ) (€7 1ot €7 1)
~1

by
N

max Tc °~

to extract

pert>>0 ATc ~ AMO >
24 48 72 96 120 144 168

time /hours

It is the application of the radioactivity formula. The decay of Mo follows the radioactive formula, the
derivative of Mo is equal to minus lambda for Mo minus N for Mo.

Tc has two terms, because the derivative of Tc is proportional to the factor due to the decay of Tc, but
there is also a positive factor given by the decay of Mo. When one Mo isotope decay, we have one
atom of Tc more. One term is associated to the decay of Tc, the other to the decay of Mo.

In the end, supposing that at time t0 we don’t have Tc at all, at the beginning we have a quick rise of
Tc, with a half life of 6h, but then if we do nothing, the Tc will follow the decay curve of Mo, which
have a decay life of 66h, because it becomes the dominating factor in the formula. Hence in the activity
of Tc we have a fast and a low exponential.

Radioactivity of *™T¢

In hospitals, every Monday we have the new fresh Mo. So we start
to produce Tc and when Tc reaches its maximum it is chemically
separated from Mo. Then Tc rises again and we extract it and so on.
So in hospitals every 24h the clinician extracts the Tc used for the
diagnostic of the day, then he lets Tc grow again.

Of course, the Tc produced is less and less, because it follows the >
decay of Mo, that is of about 3 days. 24 48 72 96 120 144 168
Tc is used in SPECT R

extraction
//, of 9Tc (every 24h)
/

RADIONUCLIDES BETA+ EMITTER FOR PET

We need some isotopes also in PET, but in this case are beta plus emitter, so positron emitter. Then
we inject it into the patient, it travels a bit (the travelled distance is called positron range) and then it
annihilates with an electron and emits two gamma rays.

The figure in the next page explains one source of error, that is indeed the positron range. In fact, in

PET reconstruction, we reconstruct the position of annihilation by detecting two gamma rays, not the
position of emission of the positron (that is where the molecule is), because we have some distance
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between the origin of the positron and the annihilation. And this distance is an error that must be

modelled.

radioactive -+ ~ 1-2mm
emitter bound positron range
to a molecule

1) B+ emission:

X > X+ B+
2) annihilation:

p +e o> y+y

p+ emitter isotopes
typically used:
1C, 150, 18F, 13N

Positron emitters are created by the decay of a parent atom. The parent atom decays in a Z-1 atom
with the emission of a positron and a neutrino. Then in the annihilation, the positron is annihilated
with an electron. The typical positron emitters are C11, O12, F18 and N13. (nu indicated the neutrino)

If we give a look at the half life (table), it is terribly

TABLE 2.3. Properties of the Most Common Radionuclides

short, in the order of minutes. This is the drawback Used for PET

of PET, the reason why not all hospitals have PET. Ra"“jf“;"“ “a”'g'oe;'“'”’

Actually, with such short half life, we need to 2 20

generate fresh positron emitter directly in the i 1097 all
hospital. Hence most of the hospitals equipped with

PET have an internal cyclotron. 12¢ 22, 11C + proton + neutron

B+ radionuclides are
produced in a cyclotron
(directly in hospital) by
means of irradiation with
protons (~10MeV) or
deuterium (~5MeV)

o they are bound to the
molecule by means of
chemical synthesis

The cyclotron is an accelerator that allows proton
of deuterium to hit an atom and create the
radioactive isotope that we inject in the patient very
quickly.

In cyclotron we bombard an atom with a proton,
the atom is transformed in unstable isotope and this
latter is injected in the patient and we record the
PET image in a very short time.

14N 222, 1C 4 $He

proton

160 — » 1IN + $He
3,  Pproton
Be BN + neutron
" proton -
5N 150 + neutron
4n; deuterium s -
¥N ——— 150 + neutron
gbrten
Nk
189 = > 18F + neutron

. deuterium .
20Ne — > 18F + 3He
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INTERACTION OF X AND GAMMA RAYS WITH MATTER
There are two reason to be interested in the absorption of radiation in material:
1. Shielding: we need to protect against radiation, so we need to know for instance how thick
must be a layer of material to protect from radiation.
2. How effectively one material of a sensor can be sensitive and efficient to absorb gamma
rays. This is the topic of our interest, because we want to detect the gamma rays in a very
efficient way, which means that most of the radiations is absorbed in our detector.

Source

I = Iyexp(-ut)

L: coefficient of linear attenuation
»=1/1: free mean path
f. Radiation Detection and Measurement, (absorption length)

ann Knall 1nhn Wilawv and SAnce

In the image we see the typical formula that describes the absorption of gamma rays in a slab of
material. If we take a material of a given composition and thickness t and we have a collimated source
of X and gamma rays and we count with a detector how many gamma rays pass through the material,
we get an exponential behaviour like in the plot.

If 10 is the intensity of the beam of gamma rays before the absorption, the exiting intensity of the
gamma rays recorded by the detector is given by the formula.

t is the thickness, so the formula tells us that the thicker the material, more we exponentially absorb
the radiations, because less radiation I are exiting from the material. So 10 is the intensity of the source
before any absorption in the slab, ‘T’ is the exiting intensity. Of course, I <10 because the material has
absorbed some radiations.

For instance, when we shield a source we usually choose a t so that the exiting intensity is reduced to
a safe level.

However, each material is different one from the other. The physical nature of the material is
embedded in the coefficient u, also called coefficient of linear attenuation. The larger u, the faster the
exponential decay. For instance, lead (piombo) has a larger coefficient than wood. Lambda, that has
a different meaning than before, is called free mean path. For a t = lambda, the 10 has reduced of 66%.

There are some cases where we may specify u with respect to the density ro of the material. So we ca
have another definition, u’ = u/ro, that is called coefficient of mass absorption. If we use u’, the
formula becomes as in the next page.

In most of the cases, we still use the formula above, because a single material has typically a constant
density. ro matters in case of gasses.
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I = Iyexp(-ut)
1 depends not only on the material composition but also on its density p

> 1 = wp coefficient of mass absorption

I = Lexp(-u'pt) |

1" depends on three absorption meccanisms:
1) photoelectric absorption

2) Compton absorption

3) production of e-/e+ pairs

Tri ’ r ’
I“ = M photoelectric +u Compton + U pair |

Since the absorption has an exponential behaviour and u’ is specifying the absorption of a material,
why a slab of material should absorbe x and gamma rays? Because of the occurrence of 3 physical
phenomena:

- Photoelectric absorption

- Compton absorption

- Production of e-/e+ (electron/positron) pairs
They are in principle simoultaneous, so that u’ can be split in the sum of the three, but depending on
the energy of x and gamma rays, one phenomenon will be more dominating with respect to the others.

Photoelectric absorption/effect

X, 7 incoming ray

the incoming radiation succeeds to extract an electron belonging to an internal shell (K,L,M),
an electron of the next shell fills the empty position and an X-ray is emitted

*already see as mechanism for the production of X rays

It is the photoelectric effect that we have seen for the xray tube, but this time the incoming particle is
not the electron, but an x and gamma ray. If x and gamma ray have a sufficient energy, where sufficient
means an energy larger than the binding energy of the electron in the orbital, the electron is kicked
away and the photon is absorbed; eventually, we have the emission of a fluorescence xray.

This phenomenon must not be thought as a phenomenon generating xrays, but as a phenomenon
responsible for the total absorption of xrays and gamma rays in the atom.

We are interested in looking at this phenomenon form a thermodynamic point of view. In this
photoelectric effect, has the full energy of the incoming ray being absorbed? The answer is maybe.
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I have my material and a x ray of energy EO has made an absorption by photoelectric effect. Has all
the energy EO been absorbed in the material? Yes, unless the fluorescence photon has exited the
material. In the xray tube the exiting fluorescence was collected as xrays shining on the patient, but it
may be that the fluorescence energy of the xray is not exiting the material, but it is fully absorbed in
the material. In case the energy of the fluorescence photon is not able to travel completely the material
and to exit, I can conclude that the complete energy absorbed in the material is equal to the total
energy of the xray photon entering in it. If EQ enters and nothing exits, I have absorbed the complete
energy in the material.

This is positive because if my material is a detector, a sensor, knowing that the total absorbed energy
is equal to the total energy of the xray means that if, for instance, EQ = 140keV of Tc99, I can rely that
my measurement of the energy by means of an amplifier (energy absorbed converted in charge and
then amplified), the pulse will be proportional to 140keV.

So if I have a total absorption of energy inside the detector and I get a signal out of it, I can trust
that the amplitude of the signal is proportional to the entire energy of the entering photon (ideal
detector).

Hence photoelectric effect is positive because if there is no fluorescence photon escaping (very rare
event that a photon can escape from the detector, usually it is reabsorbed by the detector itself), from
the thermodynamic point of view I can say that the total energy I measure in the detector is equal to
the energy of the incoming ray.

from the energy point of view:

E. =hv-E,
energy of / \. \ binding energy
photoelectron  energy of of the e- in the shell
(e- emitted) incoming X ray

« the energy of the photoelectron is the following absorbed by means
of next ionizations and hits in the materials

« if the incoming X ray is sufficiently energetic and is absorbed in depth,
the X fluorescence photon (which has low E) is re-absorbed in the
material
= the whole energy of the incoming photon is absorbed in the
material
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All these phenomena have and energy dependent probability. If we plot the u’ coefficient (linear
attenuation coefficient) vs energy of the incoming x or gamma ray, the coefficient is not constant at
all, but it shows a falling behaviour. This is particular severe for the photoelectric effect.

In the photoelectric effect u’ drops with the cube of the gamma ray energy = the higher the energy
the lower the probability of absorption.

' -~ 7n/F3
M photoelectric ~ Z°[E | n: 4-5

= high photoelectric absorption
at low E and for materials at
high Z

3

in addition, the absorption
is strongly conditioned by
“edges”

(thresholds of energies
sufficient to eject an e-
from a given shell K-L-M)

2
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This seems a bit strange, because we are tempted to say that the more energetic the particle, the
incoming ray, the higher the probability to kick out an electron from the atom. Unfortunately, this
phenomenon (photoelectric absorption) is not described by classical physics but described by quantum
physics.

It is more a resonant phenomenon; we have a resonance (e.g. in diapason) when the energy is not
much smaller or larger than needed, but right equal to what is needed. So the probability to kick out
the electron is when the incoming ray has exactly the binding energy of the electron, not less, not
more. If the energy is the same, it resonates with the atom and the electron goes away. If the energy
of the gamma ray is larger, the probability that the gamma ray kicks out the electron drops with a
cubic power.

In addition to this, from the graph we can see that there are some edges (linee di incremento verticale),
some energy where the probability steps up again and then drops again. These steps that we have for
all the materials are corresponding to the opening of new absorption channels; it means that the energy
of the gamma ray is sufficient to kick out an electron from a specific shell.

If we consider for example the more external electron, it is the one where we need the smaller energy
to be kicked out. If the gamma ray reaches that energy, we have the opening of a channel for kicking
out that electron. This corresponds to a given step in the plot, the energy is sufficient to let an electron
to be ejected.

Then, when the energy increases, the probability to kick out the external electron drops with a power
of three, but if the energy is sufficient, we have the energy to kick out the second outer electron.

For instance, for Germanium, we have a first step at low energy and then a new step at higher energy
—> the higher one corresponds to the kicking out of another electron. Then probability drops down
again.

So all the edges (only one for Si and Ar) correspond to the capability or sufficient energy to kick out
inner and inner electrons.
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Finally, the probability (red box) is also dependent with a large power (4 or 5) with the atomic number.
In fact, to enhance the photoelectric absorption we need to choose materials with high atomic
number.

Compton Scattering

Compton Scattering

incident X, y ray -
E \q/l’l,\Epr'x-Comptow = Ep'w-Ee{omptm
ph

Compton scattering takes place when an incoming photon hits an electron weakly
bound to the atom and produces a free electron and a photon deflected of lower
energy given by the difference between the initial energy and the one of the free
electron (note: also momentum is conserved)

E

e-Compton
]

It is still an interaction of the incoming ray with an electron belonging to one of the shells, but we have
an electron kicked out (like in the photoelectric effect) but the incoming photon is not disappearing,
but scattered away, the initial photon is scattered. The scattered photon of course holds a lower energy
then the incoming one - higher wavelength, because part of the energy of the incoming photon has
been given to the ejected electron, also called Compton electron.

So we have a classical hit that is described by the classical equation of the momentum.

We have the incoming photon with initial energy h*v (h is the Plank constant and v is the frequency),
then after the hit, the electron is going in one direction and the scattered photon in the other (see
image). The two directions are described by the angles phi and theta and the scattered photon has an
energy h*v’, where v’ is the frequency of the scattered photon.

Recoil

I
Incident photon St 7 hv
(energy = A ° ' = o X
D i i g

@ 1+ —(1 — cos.8)
nic”

Soatteresi! phaton Energy of emitted photon

(energy = hv')

do ’ 1 )"‘ 1+ cos2@’ , (1 — cos 0)2
—— Z\’I o ' + 2 0]
dQ) "o\ + afl — cos B) 2 ) i (1 + cos? 0)[1 + a(l — cos 0)]

ro. e- radius
a=hu/m,c?

- (the probability depends on the number
of electrons available for the hits and is

therefore proportional to Z)

fraction of emitted photons at a given angle 6 (Klein-Nishina)
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If we use the conservation of the momentum (incoming one equal to the one of the exiting), we can
compute the formula in the green upper box (x), that gives the energy of the emitted photon. The
energy of the emitted photon depends on the energy of the incoming photon but also on the mass of
electron, the speed of light and the angle of the scattered photon. The worst case is when the angle is
of 180°, and we have backscattering; in this case the scattered photon holds the lowest possible energy.
So in conclusion this formula describes the energy of the scattered photon with the dependency on the
scattered angle.

The formula in the middle (not to be known) gives another information; the info is the probability that
the scattered photon takes a given direction. Indeed, by the precious equation, we know which is the
energy if the photon takes a given angle. But which is the probability that the photon takes one angle
or another one? This is described by the Klein-Nishina formula.

The formula is represented in a polar system of coordinates. The polar system is represented with
the angles and if we plot a function in the polar system, the distance between a point in the function
and the origin (radius) is the independent variable (the dependent variable is the angle). The radius
represents the formula.

90°

1 keV

100 keV

500 keV

7
N

90°
Figure 2.19 A polar plot of the number of photons (incident from the left)
Compton scattered into a unit solid angle at the scattering angle 6. The curves
are shown for the indicated initial energies.

180°

If we look at the function for different incoming energies, at low incoming energies, hence for small
energies of the incident photon, the KN formula provides to us an almost isotropical probability
(almost because it has a beam-shape, we have a bit larger probability at 0° and 180° and a bit lower at
+-90°). On the contrary, higher and higher the energy of the incoming photons, the probability is more
peaked (larger values) for smaller angles. It is larger for angles around 0 while for backscattering the
radius is smaller. Hence the larger the photon energy, the more probable is that the scattered photon
will continue towards the same direction, hence smaller theta angles are the most probable exiting
directions.

This information is useful because when we are dominated by Compton Scattering, the preferrable
direction of exiting photon is the forward direction. So for instance, if we want to increase the
efficiency of our material, we increase the thickness of it toward the direction of the incident photon
(small theta) and not in the perpendicular one, because it is less probable that the electron takes this
direction.
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Also in Compton scattering we have a probability increasing with increasing atomic number (the
higher the better) but the power of increase is smaller, not 4 or 5 like in photoelectric, but with power
1. If we increase Z we are hence increasing more the photoelectric absorption than the Compton
Scattering.

The C.S. (Compton Scattering) is also called anaenelastic scattering, because it is a scattering, a hit,
where part of the energy is given to an electron.

There is another type of scattering that is elastic, which means that the energy of the deflected photon
is equal to the incident one, there is no release of energy elsewhere.

Elastic scattering (Rayleigh)

In this phenomenon the material is not absorbing any energy, and this is not a good phenomenon for
a detector, because it will never absorb energy. It is also a hit between the incoming photon and an
electron weakly bound to the atom.

Differently from the Compton scattering, the hit is elastic, i.e. the photon is deflected without energy
transfer to the electron.

Consequently, Rayleigh scattering does not involve energy absorption by the matter but. However, it
is important because it can change significantly the flight direction of the photon.

(ex. photons emitted by a region of the patient may be not collected by detectors placed along the flight
direction as they are deviated; on the contrary, photons arriving from other regions can be deviated
on the perpendicular direction of the detectors and they can be misunderstood as photons originated
from a source aligned along this direction).

R.S. is pretty bad in nuclear medicine imaging because it doesn’t change the energy.

61.

If we have a patient and we are doing for instance a SPECT, and we have a detector, and for instance
the patient has been injected with Tc99 (140keV for photon). Normally, if we have the emission of a
photon passing through the collimator, it is detected by the detector, the detector makes the
backtracking of the hit and we can relate one point in the image to the corresponding emission. This
is good.

However, we have isotropical emission of gamma ray from the patient, not parallel to the collimator,
but also tilted with respect to it. However, there are also a larger number of phenomena like the
following: the 140keV is emitted from the patient, it experiences the Compton scattering in the patient,
it takes a direction parallel to the collimator and in the detector this can be interpreted as a good event.
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So there is a probability that a photon emitted in a direction that should be excluded by the detector,
due to the CS, it may take a direction parallel to the collimator and seen as a good event

Since we don’t know it comes from a CS, we do the backtracking and get a wrong information
regarding the emission point.

To solve this problem, we relate to the fact that the scattering is indeed a Compton one, so the photon
taking the direction theta doesn’t hold anymore the 140keV energy, but e.g. 90keV, because it is a
Compton photon, it has a lower energy. Hence by the prior knowledge that Tc emits 140keV and we
measure 90keV, we can exclude the photon and the point in the image, and everything is good - the
prior knowledge of the energy of the emitted photon allows us to exclude from the imaging system
scattered phenomena, because the CS results in an exiting photon that is no more the initial energy of
the T'c99.

The RS is very bad for us because if the scattering would have been done through an elastic scattering,
the photon would have 140keV, because we don’t lose energy in RS. - we are taking a wrong point
in the image. When RS happens, we cannot discover it because it is an elastic scattering.

Generation of pairs

one photon with energy larger than the double of energy of the electron
at rest (2m,c?=1.022MeV) in the Coulombian field of a nucleus has a
given probability to create an electron-positron pair

@ electron

nucleus

AVAVAVA WV _Ji .
incident X, y ray

Eph

@® positron

« the Coulombian field of the nucleus increases the probability to create
an e/ e+ because it contributes to keep energy and momentum

¢ (Eph — 1.022MeV) is divided between e-and e+ (less the absorb. in the
nucleus)

Third mechanism of absorption of gamma or X rays. It is the opposite phenomenon with respect to
annihilation.

When a photon holds enough energy, it is able to create, close to a nucleus, a couple of electron and
positron pairs and to disappear.

Can this phenomenon happen at all possible energies? No, there is a minimum energy below which it
cannot happen. This energy is the one corresponding to the masses of electron and positron; if fact, by
the Einstein equation E = mc”*2, the creation in the universe of 2*mc”2 (where m is the mass of the
electron) corresponds to 1.022MeV.

So if the incoming gamma ray doesn’t hold such energy, it is impossible that the energy is transformed
into twice m, because it is not sufficient. Hence it is a phenomenon that happens only at very high
energy, that are not of interest for SPECT and PET, but in radioteraphy this energy could be exceeded.

Moreover, this phenomenon cannot happen in vacuum, but happens only if in the vicinity we have
a nucleus; this because we need to make the conservation of the momentum, and for the conservation
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of the momentum is easier if we have a nucleus because it participates to the conservation of the
momentum.

CONCLUSIONS

We have the 4 phenomena (photoelectric, CS, RS, pairs 5 10 ¢

production). How do these phenomena combine to E 3 A

generate the overall absorption? g i \

In the overall attenuation coefficient u (eventually ¢ \\ Total
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energies, but only when the gamma ray is above this energy) and then it becomes significant.

In the black heavy line, we have the superposition of all these effects, it is the overall mass attenuation
coefficient u’. At low energy, the mass attenuation coefficient u’ is dominated by photoelectric, in the
medium energy range by Compton and in the high energy range by Pair production.

There are however different dependencies with Z (atomic number). The PE increases more with Z
than the CS. In the plot below we have on the horizontal scale the energy, but in the vertical scale we
have the Z of the material. The lines plotted represent the boundaries where the two effects
(photoelectric and Compton) have the same probability. So the line in the left is the point x in the
previous plot.

The other line is when Compton is equal to pair production (y). But these points are not the same for
all energies for all Z. When the Z increases, the points are pushed towards higher energy in the case
of photoelectric-Compton, to lower energy in the Compton-pair case.

It is like, if I increase Z, that the x moves to the right and the y to the left, both closer to the central
region of the plot.

~
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Figure 2.20 The relative importance of the three major types of gamma-ray inter-
action. The lines show the values of Z and hv for which the two neighboring effects
are just equal. (From The Atomic Nucleus by R. D. Evans. Copyright 1955 by the
McGraw-Hill Book Company. Used with permission.)
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This means that if we take for instance a specific energy, e.g. 140keV of Tc, if we have a low Z material
Compton is dominating. But if we increase Z, photoelectric is dominating,.

By choosing the Z of the absorber, for a given energy, we can choose if we want to have photoelectric
or Compton dominating (fixed an energy).

Photoelectric dominating is good because in the photoelectric effect all the energy is absorbed in the
material, with the exception of the fluorescence (that is likely to be reabsorbed). Hence if we choose
photoelectric effect by increasing Z, we are getting all the energy on my detector.

On the contrary, if we are making Compton more favorable, part of the energy may escape from the
detector due to this effect.

What’s wrong with Compton with respect to photoelectric?

Let’s consider the example in image 61. I can exclude Compton on the patient because I assume that
my detector measures fully the energy of the incoming xray. So if I assume that 90keV are fully
absorbed by the detector, I can say I measured 90keV and I can discard the photon.

But this is true only if the 90keV are absorbed by photoelectric effect in the detector (so all the 90keV
are absorbed).

But let’s suppose that instead of absorbing 90keV, part of them are leaving due to Compton (e.g. S0keV
are leaving, 40keV are absorbed).

62. SOuef Comgplom
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In terms of decision I can perform the same decision, because 40keV are not 140keV. But in terms of
precision of the measurement, I didn’t measure the full energy, but only a part of it.

Let’s suppose now we have a correct 140keV photon arriving in the detector and absorbed in it. If it is
fully absorbed by the detector by photoelectric effect, we measure on the amplifier the full energy of
140keV, and we can say it is a good photon and make the back projection.

But if the 140keV photon is not absorbed by the photoelectric effect but makes a Compton interaction
in the detector (now I'm talking about Compton interaction in the detector, not in the patient), this
interaction leaves e.g. 80keV in the detector and 60keV are escaping.

In this case the detector measures 80keV, that are related (because of my interpretation) to a Compton
scattering in the patient, so I discard the point. However, I discard it because it makes a Compton in
the detector, not in the patient, and it was conversely a good event to be measured.
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Hence if T take a detector with a large Z, I may maximize the probability that I’m measuring in the
detector the 140keV and minimize the probability to have CS inside the detector.

These graphs below represent the linear attenuation coefficient, but plotted in the range of
radiography, that is focused on the low energy range, from 0 to 140keV. In these regions, photoelectric
and CS are the dominant effects (left graph).

On the right, the graph is the same plot than on the left (however not on u but on u’), and we see the
absorption of our body depending on the different types of material, and the materials are the tissues
of our body.

The various tissues show a different u’ one with respect to the other. For instance, u’ of bone is larger
than muscle and fat. This is indeed the principle of radiography. In fact, bones can be easily seen
because they absorb more xrays, and less xrays are collected on the detector.

As for fat and muscles (soft tissues), the difference among them is very small - reason why it is
difficult in radiography to discriminate between them.

Linear attenuation coefficient Mass attenuation coefficient
(cm™) (cm’g!)

A
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Compton
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FIGURE 1.10. (Left) The relative contributions from Compton scattering and photoelectric inter-
actions to the linear attenuation coefficient in soft tissue as a function of the incident X-ray energy.
The dashed lines represent straight-line approximations to the relative contributions, with the
solid line representing actual experimental data corresponding to the sum of the contributions.
(Right) The mass attenuation coefficient in bone, muscle, and fat as a function of X-ray energy.

Note on Rayleigh

Rayleigh doesn’t contribute to absorption, it may occur, but it is an elastic scattering, so no energy is
absorbed. If we are interest to know about interactions in the patient, I'm interest to know Rayleigh
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and it belongs to an absorption mechanism in the patient because it is able to deflect gamma rays. If
we are looking to a detector, so seeing if gamma rays are interacting in the detector, Rayleigh is
absolutely irrelevant, because won’t leave any energy to the detector, so the output amplifier won'’t
produce any signal occurring due to Rayleigh.

In conclusion, if we are looking to absorption in the patient, Rayleigh is important because it will
deflect gamma rays; if we are talking about absorption in the detector, it is irrelevant.
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FUNDAMENTALS ON X AND GAMMA RAYS DETECTOR

A detector is composed by a material that absorbs x and gamma radiations with the previous
mechanisms. The task is to convert energy released by a photon in the material of the detector into an
electrical signal. It is a material that absorbs energy and converts it.

Then we can process the electrical signal with suitable electronics, for instance to improve the SNR
and then we can measure a number of quantities. In some modalities, we may be interest also to know
the time of occurrence of the event, like in PET.

The electric signal is processed by a suitable electronics for the purpose to determine the energy of the
photon, the interaction point(to the determine the origin of the emission) and, if required, the time
instant in which the interaction has taken place.

There are 2 families of detectors:

- Detectors with direct conversion: detectors where the energy absorbed in the detector material
is converted in an electrical signal directly in the material itself. These are ionizing detectors,
where the energy is responsible for ionization of charges in the detector material and then the
charges are separated and collected at a given electrode on the detector.

- Detectors with indirect conversion: typically, detectors based on a two steps process. In a first
step, the energy of the photon is converted in another physical quantity (e.g. visible photons
or temperature); the second step is another detector that converts the intermediate physical
quantity into an electrical charge.

We don’t use all the time direct conversion detectors because in indirect conversion detectors we
disentangle the capability of the detector to absorb the x and gamma rays efficiently from the
mechanism to generate charges. It doesn’t happen always that having in the same material the
conversion (direct detector) is the most efficient way.

64.

V(D
— — Vit L2

H N

Let’s take the classical pn junction, reversed biased diode. It is a beautiful detector, because when we
reverse the bias on the pn junction we create a wide depleted region and, in this region, an xray may
interact and we create couples of electrons and holes. This is a typical example of direct conversion
detector; the energy of the xray has been converted directly in charge and the charge has been
separated and collected and so we have an electrical pulse at the terminals of the diode.

However, the diode may be not really efficient, in the sense of capability to absorb rays. If the thickness
of a detector is too small, the radiation has a larger probability to be transmitted across the detector
and not being absorbed. So we need a large thickness.

t
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But on one side we want to have an efficient detector with t sufficiently large, but on the other side,
the pn diode cannot be as large as we like in some cases because there are limitations in the production
of very large devices, and moreover we need to deplete the detector by applying a reversed voltage.
We need to deplete because if we want to have signal charges created by the radiation, we need to
create a region that is empty of mobile charges (this is why the diode as a sensor must be reversed
biased and depleted, and by applying a reversed voltage we deplete it).

The reversed voltage goes with the square of the length of the device - if we double the thickness of
a device, we need four time the voltage to deplete it. This provides a limitation

With direct conversion detectors like pin diodes, we are not always free to choose the thickness of the
device, which makes the device efficient in terms of absorption of the radiation. A device may be nice
in creating the charge but may have difficulties in thickness.

Scintillator

A typical example of indirect detector is instead a scintillator coupled with a photodiode. A scintillator
is a passive material where the xray is converted in a flash of visible light. They are not converted in
charge like in the diode; they are converted in visible photons. Then we have a photodetector (like pn
diode) that converts each photon in an electron-hole pair and then we get the signal.

This is the reason why it is a two step process. First xrays to visible photons, then visible photons to
electrical signal.

This system is potentially more effective than the direct approach because the thickness of the
scintillator can be chosen freely, because it doesn’t need to be biased like the diode, it is just a piece of
material, so there is no limitation in the thickness of the scintillator. So we can choose ‘t’ good for
efficiency.

The problem of the photodiode here is no more present because the photodiode is not converting
directly xrays, but visible photons. To convert a visible photon, a photodiode can be relatively thin -
no problem for PD to convert visible photons.

However, we don’t use indirect methods all the time because there are disadvantages; if fact, it is the
conversion cascade of two mechanisms —> statistical uncertainty of the two stages adds and so we have
worst performances of the indirect conversion.

IMAGING DETECTORS
We are interested to imaging detectors, divided in two classes, either direct or indirect, it is a
subdivision regarding how the image is recorded:

- Pixel detector: like the camera of the phone, the image is collected pixel by pixel. The
resolution in the image is given by the dimensions of the pixel. The response is a pillbox
function - wherever a photon arrives inside the pixel we have 100% probability that that pixel
provides the signal and 0% on the other pixels.

- Continuous detector: the response is represented by a point spread function where we have a
highest probability that a photon in point x is indeed attributed to that point, but there is a
nonzero probability that a photon arriving in x is attributed elsewhere (due to the exponential
decay of the response that is not present in pixel detectors).
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pixel detector ‘continuous’ detector
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determined point
changes with continuity
(e.g. with a Gaussian
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Spatial resolution: it may be a pixelated one or a continuous one and the FWHM defines the spatial
resolution of our detector. It is the precision to determine the position of interaction.

Energy resolution: precision to determine the photon energy. We are interested also to measure the
energy. It is important to reject Compton events in the patient. The detector must be able to provide
an energy spectrum (histogram of the energies measured vs energy); in principle we would like to have
a delta response of the detector, but unfortunately, the energy response of the detector, like the PSF,
it is represented by a spread function that can be approximated with a gaussian one. Also here, the
FWHM of the energy response, related to the signa of the gaussian by 2.35, provides the precision of
the detector when measuring the energy.

So one parameter is the FWHM, but in detector characterization is often given the ratio between the
FWHM and the energy (R, expressed in percentage).

Energy resolution: n

precision to determine the photon fVE
energy energy
- \ spectrum
G(E) = —exp —(E’t}) osf L
o~2m 20° | Fwpm |
F/ ‘ \\
! \
[FWHM =2.35 0| |R=AE 0/ E, | o / = N\ E

65.
Leolution for SOT: Asloy.
i&?w" -y Al wdatee (Pwir)

16 e} ATY
T

For instance, the resolution of a typical gamma camera for SPECT is of 10%. 10% of resolution means
that if we have 140keV of Tc, we have a resolution of 14keV at FWHM. This means that around
140keV, our detector capability to measure the energy can range from to 154keV to 126keV.
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So if we have a detector like this (resolution of 10%), the 140keV can be measured with a precision
ranging as in the image.

Since we can reject CS in the patient if we are not measuring precisely the 140keV, this can be a
problem. A detector with an energy response with an error down to 126keV we can reject the Compton
of 90keV, but conversely if the energy of the photon due to Compton has changed due to scattering
from 140keV to 130keV, these 130keV are inside the resolution of the detector. So how can say that
they are due to CS? We cannot, we are forced to accept also this value and we cannot reject the photon
as a Compton event > the worst the intrinsic resolution of the detector, the less we are able to
make the Compton discrimination, hence energy resolution is very important.

DETECTION EFFICIENCY - first figure of merit of a detector

for a given source activity (photon flux), how many
(valid) events are generated in the detector?

Detection efficiency = number of detected events/number of events
generated by the source

Detection efficiency =
Geometrical efficiency x Absorption efficiency x ‘Photopeak’ efficiency

The first goal of a detector is to stop radiation, to absorb the radiation. The capability to do so is given
by its detection efficiency.

For a given source activity, so given a photon flux by the patient, how many valid events are generated
in the detector? What is the efficiency of the detector to absorb events generated by the patient?

The definition of the detection efficiency is given as the number of detected events divided by the
number of events generated by the source. So it is in percentage, and in the better case it is 100%.

66.
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Detection efficiency should be 100%. The perfect 100% efficient detector is a detector that is a
complete sphere around the patient. In fact, if the patient emits 250phs/s, the detector measures
250phs/s. The most efficient detector detects the highest possible number of photons generated in the
body of the patient.

Unfortunately, we never have detectors 100% efficient. We have 10"-4 in SPECT, and 10*-2 in PET
- efficiency dramatically far from ideality, because efficiency is given by three contributions (each far
from 100%):

- Geometrical efficiency

- Absorption efficiency

- Photopeak efficiency

Geometrical efficiency

The patient is not surrounded by a sphere, because the detector has a limited surface. The geometrical
efficiency is how many photons, emitted by the patient, are entering into the detector. It is just
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geometry, the solid angle coverage (of a sphere it is 2*pi). In real detector we have a limited surface A
at a distance d from the patient, so the solid angle is omega, and it can be approximated as A/d"2.
Once we have omega, the geometrical efficiency is omega/4*pi.

This is typically far from 100% because we simply cannot surround the patient with a sphere. To
increase this efficiency, we can make the detector larger and place it closer to the patient. The closer,
the better.

Geometrical efficiency:
fraction of photons emitted by the source that enters in the detector

Ng =Q/A4n

° 7 €): solid angle under which
\ the detector intercepts the
F d photons = A/d?

Absorption efficiency

Absorption efficiency:
fraction of the photons entering the detector which is actually absorbed
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The fact that gamma rays enter in the surface A doesn’t mean that the gamma ray is absorbed in the
material, because the material has a finite thickness t.

The absorption efficiency is the fraction of photons entering in the detector and not exiting, so being
absorbed. The final formula for this efficiency (bottom red box) tells us that the absorption efficiency
is 100% minus the probability that the photon is exiting, that is the exponential probability.

In fact, the probability that a photon is transmitted (passes through the material) is exp(-u*t).

We can arrive to this formula considering the probability that a photon entering in the detector is
absorbed at the thickness delta(x)/x. And this probability p(x) is given by the formula in the upper red
box. We integrate the probability from 0 to t and we get the absorption efficiency.

NB: we have a u in front of the formula of the probability because t theoretically can go to infinite and
if so, the p(x) must be one = the u in front allows the formula to reach 1 if the t tends to infinite.

Whereas it is impossible to surround the patient with a sphere and so the geometrical efficiency is very
low, it is not impossible to make the absorption efficiency close to 80-90%.

In fact, we can choose the right material for the detector, and hence the right u, and also the right
thickness t.
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These graphs show how important is the choice of the material. u must be as high as possible.; for
instance, for Argon it is catastrophic, because u is very small. Silicon is high but not so high: it is a bad
news because it is a beautiful material to manufact a detector, but at the same time not much efficient.
Germanium is more efficient (in fact it has a larger Z than Si, and larger the Z, larger the efficiency).
Cesium iodine (Cs]) is a scintillator.

Conversely, on the right graph, once we have chosen u, we can see for each material the absorption
efficiency with respect to the thickness. For instance, silicon has an efficiency that increases with the
thickness. It is 1 at larger and larger energy range.

But 1cm of silicon drops inefficiency below 100keV -> Si can still be good for radiography, but not for
nuclear medicine.

Germanium, thanks to the larger Z, it is better. For instance, Imm of Ge is much better than Imm of
Si = for the same thickness, Ge is more efficient.

Argon is a gas, hence rather catastrophic, but since it is a gas, it is much easier to build 10cm of a gas
enclosure than lcm of Si. So efficiency of Ar drops down with thickness, but on the other side it is
easier to build a thicker detector.

Photopeak efficiency

Fraction of photons that have interact in the detector and that have released completely their energy
(and therefore provide a peak in the energy spectrum in correspondence of the energy of the incoming
photon).

Photons absorbed by photoelectric effect release completely their energy in the detector (with the
exception of those interactions in which the fluorescence photon of the material escapes from the
detector: escapepeak).

The interactions occurring by Compton effect imply a partial absorption of the energy of the primary
photon in case the secondary photon leaves the detector without further interactions.

To increase the efficiency it is necessary to size suitably the detector in order to maximize the
probability that also the Compton photon is also absorbed in the material by photoelectric effect or by
a second Compton interaction (note: Compton photons always have less energy than the primary
photon).
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The photopeak efficiency is an efficiency related to the fact that the photon not only has been absorbed,
but it has also released its full energy. So we say that the photon has been fully absorbed only if we
absorb fully the energy.

67.

If we have a detector, our problem for this type of efficiency is not the photoelectric effect, as long as
also the fluorescence photon is absorbed in the material. If the 140keV is absorbed and also the
fluorescence photon (Ef), I can say that the energy absorbed in the detector is equal to the one of the
xray and so the photopeak efficiency is 100%.

However, I may have the case in which the fluorescence photon exits from the detector. The absorbed
energy is the xray energy (Ex) minus the fluorescence photon energy. So in the energy spectrum we
have a peak at Ex and a small one at Ex-Ef. This peak is called escape peak. It is the peak of energy
absorbed in the detector if the fluorescence photon escapes from the detector.

Finally, we may have a much more catastrophic situation: a Compton interaction (red). In this case
we cannot say we have a full efficiency.

So the photopeak efficiency is related to the capability of the detector to absorb the full energy of the
incoming xray.

To build an efficient detector also for Compton interaction, we create a detector much more extended
in the forward direction (according to the Klein Nishina formula). If Ex is the energy of the entering
photon, Ecl is the energy of the Compton 1 photon, Ec2 is the possible second interaction, they are
all forward because the theta angle is the one more probable and, in the end, also the final Compton
photon will be fully absorbed by photoelectric effect, because Compton photon loses energy
interaction after interaction, so if they lower the energy, in the end there is a higher probability that
they are absorbed by photoelectric effect.

In this case I can say that the total energy absorbed in the material is equal to the initial energy (Ex =
Ea), because I designed the detector in a so good way that I could catch also the energies of the various
Compton interactions (they are not escaping the material).

In conclusion, photons cannot release 100% of the energy when:
1. A Compton interaction occurs, so only a part of the energy is absorbed in the material because
then the Compton photon escapes from the detector.
2. A fluorescence photon escapes after photoelectric effect. It is a very rare case.
In these two situations we don’t have a full energy absorption - problems because we cannot
determine the original energy of the incoming photon.
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CONVERSION FROM ENERGY TO ELECTRICAL CHARGE - second figure of merit

The first task of the detector is to collect photons, to stop them.

Then, the second figure of merit, if we are interested in collecting the charge, is how much charge is
created by the energy. We are in the field of the class of ionizing detectors.

An ionizing detector is a detector where the energy absorbed in the material is converted into
generation of electron-holes pairs in semiconductor or electron-ions in gas detector.

The figure of merit is: for a given energy, how much charge is created in the detector.

for a given energy released by a detected photon, how much charge is
created in the detector?

mechanism of generation

of carriers by ionization: CS_) X v
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Following the photon absorption in the material by one of the possible mechanisms
(photoelectric, Compton, e-/e+ generation), the energy absorbed by the material causes the
creation of electron-ion (hole) pairs. The creation of couples is related to a chain mechanism of
further ionizations started by the first electron to which the energy has been released. The
ionizations are due also to the re-absorption of possible fluorescence or Compton photons.

There is also the sensitivity, that is how much the energy is converted in electrical charges. We are
interested in detectors that deliver an electrical charge.

Observations

1. The conversion of energy in charge is not the only possibility, we may convert energy in
temperature rise (not all detectors are producing ionization, but we are interested in the ones
that produce ionization).

2. Detection efficiency must not be confound with conversion in charge efficiency. They are two
completely separated figure of merit. One is the ability to stop photons independently if then
absorbing photon gives rise to a temperature rise or an ionization (I'm not looking at the
product of the detection). In the energy-charge conversion I'm instead looking at the product.
So absorption was already done and now the focus is how many electron-hole pairs have been
produced by the energy.

Our interest is to have as many as possible charges for a given amount of energy. In fact, to have a
larger signal against the statistical fluctuation, my goal is to have the largest possible amount of
charges. This is given by the following formula.

the generated charge is proportional to the photon energy and this proportionality factor is given by
the parameter at the denominator that is the conversion factor epsilon.

The charge Q created in the detector is given by the energy divided by the factor epsilon multiplied by

the charge of the electron. The smaller epsilon, the better. In this way we can increase the charge and
so the signal registered, hence improving the SNR.
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The generated charge si proportional to the photon energy:

Q = qgE/e (q: e- charge)

the conversion factor & is with good approx. independent from the energy
and from the mechanism which has provided the absorption

(generated charge amount proportional only to the energy released to the
electrons responsible for the ionization)

the conversion factor ¢ determines the sensitivity of the detector and
depends strongly on the type of material used

Moreover, with a good approximation, the factor epsilon is independent from the mechanism that has
provided the absorption. If the charge has been created by photoelectric effect or by Compton, no
matter of the effect, the epsilon factor is always the same.
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Basically, when a photon is absorbed either by photoelectric effect or Compton scattering, we have an
ejected electron with a very high kinetic energy and this electron is going to hit several time across the
material and in each hit it produces electron-hole pairs.

So we have an xray absorbed either by photoelectric effect or Compton and what is in common
between photoelectric and Compton is that we have an ejected electron with high kinetic energy that
will go around the crystal (or gas), will lose kinetic energy by ionization, I will count the number of
charges created, Q will be the sum of all the created charges and it will be given by the previous
formula.

Then, epsilon is independent from the fact that the first hit was made by photoelectric effect or
Compton, because what matters are the ionizations -> epsilon doesn’t depend on the starting
physical phenomenon.

Epsilon is defined as the energy spent per ey examples:

electron/ion or electron-hole pair. So Argon g ~26 eV for e-/ion pair
energy E has the dimension of eV, epsilon  Silicon & ~3.6 eV for e-/h pair
has dimension of eV /pair. Se-amorphous & ~ 20 eV for e-/h pair

CsI+PMT & ~ 25 eV for e-/h pair (ref. scintillator+photodiode:

Moreover, epsilon is an average value. It is indirect conversion detector)

the average value of energy to create pairs;

the energy E is creating several hits, and then epsilon is the average for each one. So if in the end I
have that 140keV creates 1230 pairs, epsilon will be given by 140keV/1230pairs (energy of the
incoming ray divided by the number of generated pairs).

As said before, the smaller epsilon, the better. Epsilon is not related only to create a single pair, but
several pairs. It is an energetic electron created by photoelectric effect or Compton that moves around
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the material and create 1000 ionization. Since it is an average number, it fluctuates, and so the number
of charge Q.

For instance, Si is very good, Se-amorphous also, Argon is instead very bed (all the gasses are typically
very inefficient).

In a scintillator-photodetector couple (last row) the epsilon is not so high, it is not a strictly speaking
an ionizing detector, because at first we have the cascade of gamma rays transformed in scintillation
light, and then the scintillation light is transformed in electron by the photodetector. However, we can
anyway calculate also for the scintillator which is the average energy spent for the final number of
electrons we get at the photodetector, and we get 25eV. It is not very efficient.

Once again, the advantage of indirect detector like scintillator is not in the gain, but in other reasons.
Apparently, Siis a good detector, but it is inefficient in terms of detection efficiency, not in terms of
this sensitivity epsilon (we can have a good sensitivity but collect few rays).

NOTES ON DETECTOR MATERIALS

Silicon is an optimum material but is efficient only up to 10 -30 keV because of limited thickness
that can be depleted in practice.

Germanium has a worse technology and has to be cooled to reduce the dark current. Gas detectors
are intrinsecally low efficient but they can be still used for X rays because they can be fabricated of
large dimensions (even few tens of cm).

Scintillator materials, like CsI (see later), are not able to create charge by ionization but they are also
used (indirect conversion) thanks to their high efficiency. There are semiconductor materials with high
Z more efficient than Si (CdTe, Hgl2, ...), considered with interest in medical imaging. They work
fine at room T because of the large energy gap. However, they suffer from charge trapping effects.

Si is not usable in nuclear medicine (we have 140keV of Tc99 for SPECT and 511keV for PET). For
radiography is still valuable, but not for chest radiography, since we need usually 100-140keV. There
is a special type of radiography that is mammography (radiography of the breast) in which, due to the
soft tissue nature of breast, we usually don’t exert 30keV - we can have radiographic systems based
on Si, but otherwhere else we won’t see Si used in nuclear medicine.

Germanium is more efficient than Si thanks to its higher atomic number (higher Z). Unfortunately,
the problem of Ge that makes it unusable in medical imaging is that it has too much dark current.
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Semiconductor have a band gap called energy gap between the valence band and the conduction band.
Usually the mobile charges are in the valence band and very few charges are in the conduction band,
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unless we dope it. In undoped semiconductor for detectors, in ideal one, (wWhere we want the volume
without conduction charges because we would like to have the charges only created by the radiation,
not already existing in the material) the conduction band is empty of mobile charges, so that the mobile
charges are created by radiations. Unfortunately, electrons of VB, due to thermal excitation, are
promoted to CB. This is a problem, because they can mix up with electrons created by radiation, and
we want to prevent this promotion of electron due to thermal energy.
We have two tools:
1. Choose the semiconductor with a large energy gap. In fact, the promotion of electron is
proportional to the exponential of the energy gap.
2. Cooling the detector. If we cool the detector the thermal energy of the particles decreases and
we decrease the probability of promotion. Of course cooling complicates a lot the apparatus.

Let’s consider Si, whose energy gap is of 1.1eV. It is quite good, the promotion of electron at room
temperature is manageable. In Ge itis 0.7eV, so we have a problem. Ge material has such small energy
gap that at room temperature is not usable, because we have so many promoted electrons already.

Of course, the energy gap has implications also in the scattering. When an electron goes around and
creates the pairs, in Si the average epsilon is 3.6eV/pairs, in Ge is 2.0eV/pairs. We see that Ge has
better ionization properties, because epsilon is a smaller number. We have better ionization because
the gap is smaller - if the gap is smaller is easier to have more ionization for the same energy.

So the energy gap enhance the ionization but at the same time it facilitates the thermal promotion.
This is a trade off we cannot play much around.

The average current Il that is measured due to electrons in the CB is called leakage current or dark
current. It is the average current that we measure at the exit electrode of my detector due to electrons
thermal promotion.

It is a problem because in principle, if we have for instance a radiographic system, which is a system
where we measure the average current due to the photons (it is a static detector, a radiographic system
measures the DC flux of photons), we can in principle measure the leakage current first, in a measure
called dark current measure (dark means that we measure the current in dark current for the detector,
the detector is not taking photons). Then we switch on the tube, we measure the signal current plus
the leakage current (or dark current) and we make an algebraic subtraction.

So in order to get rid of the dark current we do two measurements: the signal plus the I, then the 1l
only and we make the subtraction. Apparently we have solved the problem.

The problem is that we have noise on the current. This mechanism of thermal promotion is a
statistical one, so we cannot rely on the value of Il measured. We have a shot noise associated to the
dark current and we cannot subtract it, otherwise we would had the shot noise twice.

In conclusion, dark current is a relevant contribution to the noise in a detector, and we need to know
it. We cannot work directly on the dark current, we can only limit it physically by cooling the detector
(impractical due to the large sizes of the cryostat).

Gas detectors

Intrinsically low efficiency. However they can be used due to the size. The gasses are enclosed in
chambers, so in principle is not difficult to build a big detector enclosing gasses. So the linear
attenuation coefficient is very bad, but the thickness of the detector can be very favorable.
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Scintillator

Very efficient because we can choose the material for the scintillator independently, because then the
conversion in charge is made with a separated photodetector that has nothing to deal with the
capability of stopping gamma rays.

Binary semiconductors

Nowadays there are a lot of systems using high Z material of compounds of semiconductor, like CdTe.
There are semiconductors composed by binary elements and they have a very high Z, so can be used
in medical imaging. However, since they are composed by two elements, in the material we have
several defects. If we have a crystal where we need to have always a precise alternation of Cd and Te,
time to time we have a defect in the crystal, a missing atom, and this creates sites where a charge can
be trapped > response is not very clean because the signal collected depends on how much distance
the charges have to travel.

PRINCIPLE OF A BASIC IONIZING DETECTOR

anode ),f cathode
— G. .
§%

~

L\‘Vbias

the electric field € generated by the application of the potential
difference is responsible for the separation of the e- from the
positive charges (ions or holes) and it makes the e- drift toward the
anode and the positive charges toward the cathode

An ionizing detector is a detector where the energy absorbed from the X or gamma rays creates several
couples of charges. How are these charges collected to electrodes in the detectors in order to measure
for instance a voltage difference?

The principle of a ionizing detector is the facing of two metal plates like in a capacitor with the volume
between the two electrodes responsible for the conversion of the gamma rays into charges. It is like a
capacitor where we apply a voltage between two electrodes. We apply voltage because we need to
separate charges (first goal).

One xray creates an even amount of holes and pair and if we do nothing they recombine - we need
to create an electrical field to separate charges. Then we separate charges and we measure ONE of the
two charges in one of the two electrodes. We can measure the signal delivered by electrons or delivered
by holes, they are identical.

The same principle applies for a gas detector, not with holes and electrons like in semiconductors but
with ions and electrons.

How can I get a voltage out of such a detector? — RC NETWORK
We can create a connection to read the detector as below, that is the simplest one.
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We connect one of the two electrodes to a bias voltage (e.g. the cathode to a negative bias voltage)
and the anode to a large resistance. In DC this is an RC network; once we have distinguished the
transient, so no more current flows in the network, we will have a positive voltage across the capacitor
(Vbias) and we will have zero voltage drop on the resistor, so no more current.

R anode cathode
o N
e 1 *) — 1 |
VOUt : 8@) : 7Avbias
: L
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1
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hypothesis: 1) R very large (at the limit =)
2) transient of charge of Cd to AVy,,cended = V=0

the charge induced on the electrodes by the motion of the charges acts
= to modify the voltage across C,. Vg, (initially equal to AV,, ) decreases
and V, . becomes negative
(one supposes that the charge induced on the anode does not discharge to

ground by means of R)
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When all the transients are gone, we have created and electric field inside the capacitor, and this
electric field allows to separate electrons and holes. So the biasing of the network has created the
electric field that will be used to separate the charges.

What will happen then is that at the end of the motion of all charges, the detector won’t be anymore
the same, because we will have a layer of negative and positive charges on the two plates. However,
even when we have the bias we have accumulated charges, but since they are associated to the bias
voltage we are not interested in them. We are interested to the charges created by the radiations and
moved to the plates.

Hence we have a delta charge accumulated on the plates. Then, If we have a delta charge, we will
have no more the Vbias, but the Vbias + delta voltage, and the delta voltage is associated to the
accumulation of the new amount charges.

This delta voltage will be measured at the electrode below R. In fact, the -Vbias node is fixed, so if we
change the voltage across the C we change the voltage on the electrode. This is our signal.

The resistor R must be very large because the network is an RC. So if we accumulate charges on the
capacitor and we have a small resistor, practically the resistor will absorb the charges immediately,

218



the charges have no time to accumulate on the plates of the capacitors and will be immediately
discharged but the resistor - R must be sufficiently large to have at least time to collect the charges
across the plates of the capacitor, reading the signal and then I will have a transient. But if the resistor
is so small that the time constant of the RC network is even smaller than the transit time of the charges,
the charges have no time to complete their transfer that will be washed away by the resistor R.

In the image below charges have been separated, collected on the two electrodes and the voltage across
the detector, called Vcd (because the detector can be represented as a capacitor Cd), is the initial
voltage (Vbias) plus a delta voltage. The responsible of the delta voltage is the delta charge, so the
delta voltage is given as below (the minus is because we have a negative charge on the anode, we have
a negative step).

cathode

D
)

when the charges have reached the electrodes:
(as the charge -AQ

Vey =Vey o0+ AV AV~ = -|A C has modified the total
cd = Vedinital + AVeq ca = TIAQI Gy e e haree present

AVout = AVCd = - MQ |/Cd on the electrodes of C;)

1AQ| = qE/e —|AVoy = - 9E/(Ce) |

The output voltage, which was 0 after the transient, is now only equal to the difference, so the delta
voltage Vcd (in this case Vout = delta Vout because Vout was 0 at the beginning).

The amount of charge created in the detector (delta Q) is given by the sensitivity, the amount of charge
is proportional to the energy of the radiation (qE/epsilon).

In conclusion, with such a simple ionizing detector we will measure with a voltage amplifier a negative
voltage step of amplitude as in the red box (voltage measurement proportional to the energy).

If we know a priori that the detector has absorbed the full energy of the xray, by means of this formula
we can have a calibration, we know we have a correspondence in mV of my amplifier to keV of xrays.
Through this formula we can make calibration of the detector, but of course we have to rely on the
fact that 100% of the energy has been absorbed. If we have a Compton effect we cannot rely on the
formula in the red box.

There is also a limit in increasing Vbias, otherwise we start to have a sort of breakdown or braking of
the dielectric. We break the dielectric and a current starts to flow between the plates.

The material in the capacitor must be an insulator, and semiconductors are very good because they
are intrinsically insulator, but if we have mobile charges created by xrays, they are able to conduct the
charge. This is why semiconductors are popular in the field of radiation detectors. In fact, they can
stand a reverse bias, without braking the dielectric, and at the same time they can transport charges.
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Drawback

The drawback in the formula is the detector capacitance, because the detector capacitance C may
depend on specifical status of the detector in terms of temperature, biasing, humidity and so on. Cd is
not a real physical capacitor that we ‘purchase’, it is a parasitic capacitor of a physical material. In a
semiconductor detector, the one between the plate is a depletion region and the one associated is the
depletion capacitance, so it may change if we apply different biasing voltages on the detector or if we
change the temperature of the detector.

It is not nice to have in a measuring system a dependence of the output voltage with a physical
parameter that may change in time, voltage, humidity, it is not reliable > we need an alternative
configuration.

THE CHARGE PREAMPLIFIER

anode cathode

__ll_ _Avb'\as

— WWA  [AVeul® = gE/(Cre) exp(t/) | T = RE

C, does not play a role because its AV
does not change

= the conversion depends on a C; stable
and not from a C; which can be unstable
because of changes of Temp., AV, ---

Alternative readout, but now the anode is no more connected to a resistor, but to the virtual ground
of an integrator. This anode voltage is no more free to change. Hence the output signal is not taken
on the anode, because the detector is completely locked at both extremities: the cathode at -delta Vbias,
the anode at virtual ground.

Can the charge still be transported? Yes, because we have locked the two extremities, but we still have
the electric field inside the material. Electrons and holes can still be separated and the electrons will
move to the anode.

However, the difference now is that the electrons, instead of being collected at the anode, are
transferred through the virtual ground to the capacitor Cf. The negative charges are not stopped at the
anode of Cd, because the anode cannot change its voltage, it is locked, and so by the K. law the only
escaping path is to be accumulated on Cf (field capacitor):

The charge now is measured on Cf, with the same formula as before (if we don’t consider the
exponential part). There is a + instead of a — due to the polarity (we have a positive step instead of a
negative one), but the big difference is that at the denominator we don’t have anymore the detector
capacitance Cd, but the feedback capacitor Cf.

In the end, the conversion formula doesn’t include anymore the detector capacitance that was
changing with temperature, humidity, bias, etc..., but depends on the value of the capacitor Cf, a
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capacitor that we can choose and it is fixed forever. It is indeed a component, not a parasitic parameter
of a detector, we can trust its value.

This solution, the most used one nowadays, is the most common readout of a radiation detector.

Considerations on R in the RC network

R must be indeed very large, but soon or later it will still discharge exponentially the charge on the
capacitor. So the real recorded waveform is not a step, but a step (eventually negative) followed by an
exponential decay.

R discharges the charge accumulated on the capacitance and restores V,,, to 0

| AVaur(t) = - 9E/(Ce) exp(-t/1) | = = RC,

e- arrived
to the anode

: ions (holes)
arrived on
the cathode

Ideally a stéb;>
- QE/(Ce) i in reality:

» the discharge is needed to restore the detector to the equilibrium
conditions, ready to receive a new pulse (otherwise: pile-up of pulses)

o further amplification and filtering of the signal may be used
» signal front is not an ideal step because of charges travelling time

The time constant of the classical exponential transient is R*C.

The best choice of the time constant tau has to be made carefully. In fact, if too small, we discharge
the electrons too soon, they don’t have enough time to finish to accumulate on the capacitor that the
signal is already washed out by the RC transient.

On the other side, a too large tau means having no time to extinguish the previous RC transient that
we accumulate already the charge due to the second photon. Then we try to discharge the second step
and we have a third one and so on = superpositions of several RC transient, and it is a mess, it is
difficult to measure delta V.

This phenomenon is called pile-up, that is the superposition of several pulses which have not
concluded their time response and they are piled up together.
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oo T, e
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In this case we should choose the RC time constant in a way that we reduce so much the discharge
that the amplifier is ready for the arrival of the next pulse (green). The tau is in a way that prior to the
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arrival of a pulse, the amplifier is restored to the baseline. We have to return to 0 early enough to be
able to detect the next pulse.

Of course, the arrival of the rays is statistical, so we have to do some statistical considerations, but as
a rule of thumb, if my events arrive with an average period of T = 1/rate, where rate is the arrival of
photons (e.g. 100 photons/sec), the tau must be << T.

For instance, if tau is 10% of T, we can say that the probability of pile-up is 10%.

This same reasoning on the RC network readout can be extended to the charge amplifier (that’s why
we have a feedback resistor in parallel to Cf, we need a resistor to discharge exponentially the
capacitor).

Finally, in reality if we zoom on the front of the signal, we don’t have a sharp step, and Heaviside
step; this because we need to wait for the travel of the charges. At the beginning when the charges are
joint together we have no signal on the anode. Then when the charges start to move away we start to
have something, because we have the electrostatic induction - the anode start to have a signal. Then
in the final status we have all the charges accumulated.

So in the ideal case charges accumulate and create a step, but we have some time between the initial
and final condition - we don’t have a perfect Heaviside step, but some ‘lines’ that correspond to the
induction of charges towards the electrodes.

Then, since the electrons typically travels faster than holes in semiconductors, we have first steep ramp
due to electron separation (x), then holes will arrive and the remaining part is due to the holes (y).
finally when both charges have arrived, we have the full amplitude.

e- arrived
to the anode

ions (holes)

| Ideally a step;_‘ / arrived on
- qE/(Cae) iJf in reality: the cathode

- Formation of the signal is not instantaneous, we have to wait for the ramps.
Moreover, if we have an exponential decay too short, we don’t let these ramps to reach their final
value that the signal is deleted.
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SEMICONDUCTOR DETECTORS

THE PN DIODE

00|l e ‘ 1 active volume
elx)  of the detector
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. . Figure 11.8 The assumed concentration profiles for the n-p junction shown at the top are
n-. Inserted to increase explained in the text. The effects of carrier diffusion across the junction give rise to the illus
the depletion region trated profiles for space charge p(x), electric potential ¢(x), and electric field < (x)

A basic semiconductor detector is a pn junction. The pn junction becomes a detector only if we exploit
the depletion region of the junction. First of all, we are considering pn diodes always reversed bias.
If we take a pn diode and we apply a reverse bias, we enlarge more and more the region across the
junction, that is depleted by mobile charges, and so it becomes a nice active volume to stop the
radiation. We have to be sure that we have sufficient volume to stop the radiation. And the only
volume we have at disposal is the depletion region.

Of course, we can absorb xrays also elsewhere, in the non-depleted region of the semiconductor, but
since it is undepleted it is full of charge, so we cannot count single electrons in this enormous region.

In the graphs we deplete the junction, and in the depletion region we have an electric field, that is the
electric field responsible for the separation of charges. The last graph is the shape of the electric field
inside the pn junction. We note that is not constant, but it has always the same polarity.

Since it is no constant, the calculation of the transit time for the charges is a little bit trickier, we need
to calculate the transient time with an integral of the electrical field.

Very often, the pn diode is created as ‘pin’, p-intrinsic/n diode. We put between the pn electrodes an
almost intrinsic semiconductor. In the image is called n-. n+ is the doped electrode, n- means that is a
silicon slightly doped. We still have a pn junction, that is in the contact between p and n-, but as in the
middle we have light doped semiconductor, it is easy to be depleted with a relatively low voltage. >
in order to enhance the depletion region, the lower the doping of the semiconductor, the larger is the
volume of the semiconductor we can place with a reasonable voltage reverse bias applied.

The next image is showing again the reverse bias. In the middle we have the standard semiconductor,
and in the bottom the reverse bias.
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the same potential applied for the depletion of the detector allows the
generated charges to be collected by the electrodes

On the right we have again the same schematization of the previously described pin diode.

‘What is new is that the charge preamplifier is added in one of the two sides, in order to read charge.
In this design, the amplifier is connected to the n+ electrode - we will bias the p side with a negative
voltage, the n side is biased with a virtual ground of the integrator and so electrons will move up and
holes down. Then electrons will go into the feedback capacitor and we will have a positive signal.

We can have an alternative. We may put the charge preamplifier connected to the p+ electrode, in
this case the p+ will be grounded (we impose 0V) and we create the equivalent electric field by biasing
the n+ electrode with +Vbias. = we need to have a reverse bias junction always.

In case we flip the readout like this, we are now collecting holes, the signal is based on holes. However
it is always better to readout electrons because they are collected faster than holes.

Why is silicon not good in nuclear medicine?

what is limiting in practice the depletion in a Silicon pn detector’

thickness | efficiency

|- 40% at 30keV
* 10% at 50keV
l» 90% at 30keV
* 40% at 80keV

absorption efficiency for X rays:

1 mm

1ecm <

voltage required for the depletion of a

thickness x.: thickness| Vepi
100 um | 7.8V
Vien= X2 % _ 300um | 70V
EoEr imm | 780V
€0 = 8.8 10-14F/em tem | 78kv(h)
g = 11.7 use of Si pn detectors limited

Ngop ~ 10'2dopants/cm? = |to E of few tens of keV

We are trying to understand what is limiting in practice the depletion region of silicon.

First of all, form the point of view of absorption efficiency (first duty is to stop rays), Imm of Si is
efficient only 40% at 30keV and 10% at 50keV. If we increase the thickness, the efficiency increases.
So 1cm can still be good for radiography. However, 40% at 80keV means that we are delivering 60%
of xrays to the patient for not getting a signal out of it = the patient is exposed to radiation with a very
low efficient radiographic panel.
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In semiconductor physics, there is a formula that connects the depletion width x4 with the depletion
voltage Vdepl we have to apply to reach such width. The bad news is that the depletion voltage scales
with the square of the width of the depletion region, so if we want to duplicate the depletion region to
make the detector more effective, we need to apply 4 times the depletion voltage.

The proportionality factors are: charge of electron, doping of Si (the smaller the doping, the better,
that’s why we add an n- material in the middle. However, it is impossible to reach a doping level
smaller than 10" dopants/cm3) and vacuum and Si constant.

In the table thickness vs depletion voltage we can see the issue. In fact, to deplete 1cm of Si, that was
already bad in terms of detection efficiency, we need to apply 78kV. This is the problem, because to
deplete a Si thickness just useful for radiography, we would need an impossible voltage to be applied
- Si must be discarded, better to use high Z semiconductors.

Only in mammography the mammographic system may use lmm of Si.

Example of Si imaging detector: the Microctrip detector

Alatdip 200-4000 A
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2D-detector Al

We can make an imager out of a pn diode, because a pn diode is only one imaging element; to build
an imager we can use the microstrip detector, that is simply the parallelization of several diodes.
Instead of having just one big diode in a Si wafer, we segment one electrode in strips. We get an
unidimensional information. So we have a segmentation of the sensor with a spatial resolution given
by the separation of the strips.

It is a unidimensional detector if we segment just the upper side, but it can become a bidimensional
one if we segment also the bottom side.

In this way we have a two dimensional detector, because the charges collected to the top will provide
a coordinate along the direction indicated by the green arrow, and the holes collected on the bottom
will provide a signal in the other direction.

So we need to have a double readout, two charge preamplifier on the top and on the bottom, to have
two parallel readouts.

The coordinate of interaction is then the crossing between one green stripe and one red strip.
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Example of a silicon imaging detector: the Pixel detector

Sensor layer

Electronics chip
(ASIC)

Sensor Pixel Readout Pixel

( X-ray

_i '9@@@@2 —

Readout ASIC

6 bt DAC

A pixel detector is a further application of the pn junction. We haven’t a unidimensional pn junction
as before, but a matrix of individual small pn junctions, pn detectors. So we have a pixelated detector.
The difference is that in the previous example we can apply the readout directly at the end of the strip,
while here is more tricky because we have to connect an individual amplifier to an individual pixel.
We have an interconnection problem that is solved by a flip chip bonding the creek.

In the chip we have the sensor and then an electronic chip, typically an ASIC, that is

1-to-1 coupled with a sensor. If the sensor has a pitch of 100u, the amplifier chip

should have a pitch of 100u. Then we take the two chips, we clip them, we connect x

with a bowl of gold that connects the sensor plate to the virtual ground of the
integrator (connection line x is made with a gold wire).

THE SCINTILLATOR

Detectors based on indirect conversion.

A scintillator is a material where the energy absorbed by x and gamma rays doesn’t create charge, but
it creates a flash of optical photons, several optical photons. It is not a 1-to-1 conversion.

Then we need to combine optically, to optically couple the scintillator with a standard photodetector
in order to convert the optical photons in individual charges. Ideally, out of 5000 photons we would
have 5000 electrons. In fact, now the photodetectors work as standard one, that is 1 photon = 1
electron. There is no more the problem of a wide depletion layer (no direct conversion of high
energy photons), because if we use a photodetector to convert optical photon into charges, we need
only few tens of microns to make the conversion effective.

Hence all the problems seen about the depletion layer are irrelevant here.

Advantage: the material responsible for scintillation has nothing to do with any biasing = all the

problems seen for semiconductors are not existing here, we don’t have to apply any voltage to a
scintillator crystal, it is a piece of material, a passive material.
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And because of this we can also build the scintillator as big as we want, we have no constrains in
thickness, and so no constrains in efficiency (of course there are limits in manufacturing) - with
scintillator the problem of efficiency is decoupled with the problem of charge creation.

Photodetectors:
ALM/L.. « photomultiplier (PMT)
le + Photodiode (PD)
! e avalanche photodiode (APD)

o e Silicon Photomultipliers (SiPMs)
scintillator photodetector

it converts the energy of the X,y ray in a flash of visible photons which are
converted in charge by a photodetector (indirect conversion)

Gamma Camera a pixel Anger Camera

Pros: Pros:
« Individual pixel detection et Monolithic scintillator

—*| |[+— Cons: « Lower N.photodectors (pixel>res.)
 Segmented scintillator Cons:

¢ N.photodectors=N.pixels (pixel=res.) « Signals from multiple y overlap

In medical imaging, scintillator detectors are used in the two configurations in the bottom part of the
image. On the left we have the ‘pixelated gamma camera’, where we have an individual unity
scintillator photodetector, so it is the pillbox detector. In fact, the response is the PSF of a typical
pixelated detector.

The advantage of this camera is that each pixel is independent from the others. Each pixel has is own
scintillator, photodiode (PD), amplifier. This means that in principle, in this detector, two gamma rays
may interact simultaneously on two different pixel, and we carry out them simultaneously, we have
no pile up in terms of gamma ray detector, because in principle different pixels may absorb
simultaneously different gamma rays. The only probability to be excluded is that two gamma rays
interact in the same pixel, but it is a very rare case.

Disadvantage: it is a segmented scintillator, very complicated because we need to manufacture very
small pixels. Moreover, the resolution, the spatial resolution, is given by the dimension of the pixel.
The better we want the resolution, the smaller we need to manufacture the scintillator.

For instance, a clinical PET detector requires pixel of 3mm. If we want a better resolution PET
detector we need to build pixel of Imm or even 0.5mm (best case), but it is complicated, because we
need to make the pixel small and increase the number of readout channel.

The other popular scintillation detector in nuclear medicine is the ‘Anger camera’. It is based on a
unique monolithic scintillator read out by an array of photodetector. The light is spread all over several
photodetectors and from this light spread, using centroid reconstruction algorithm, or center of mass
algorithm, we reconstruct the coordinate of interaction.

So we take the gamma ray, it interacts in the scintillator and we have a flash of light that is not confined
into a single photodetector like in the pixelated camera, but it is spread over several photodetectors.
Then, the photodetector that has collected more light will dominate in the center of mass formula.

So we get a PSF like in the image (it is not a pillbox), and it is not a Dirac delta because the light
contribution to the various photodetector is a statistical process and we have also electronic noise of
the photodetectors, so we cannot rely that we will have always the same coordinates from the center
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of mass calculation - we have a distribution of probability, that is the PSF by definition, that can be
for instance a Gaussian PSF.

Advantage: the lower number of photodetectors. The coverage is the same, but we cover the same
area with a larger PD or photodetector, which means a lower density of electronic channels, a lower
number of amplifiers. In fact, we are covering the same area with a smaller number of photodetectors
(but the photodetectors are larger). Even if larger, the number of amplifiers will drop down with the
square of the reduction. If we use 10 times larger PD, we don’t use 10 times lower number of
amplifiers, but the reduction is in both dimension - 100.

Moreover, we also reduce the complexity of the scintillator, that is now much cheaper to be
manufactured (we need to create a single piece of scintillator, and not an array of small scintillators).

Disadvantage: a single gamma ray interaction involves, in principle, al the photodetectors. It is not
like in pixelated camera where only the photodetector coupled with the scintillator is involved in the
readout. Here we have a single gamma ray that provides a signal to all the photodetectors.

So if we imagine to have two simultaneous gamma rays interacting in the scintillator, we will have
the superposition of the light created by the photodetector and it becomes a mess. The superposition
of the light doesn’t allow to reconstruct the center of mass.
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If I apply I blind center of mass reconstruction, the output is the coordinate x and not the two
coordinates corresponding to the gamma rays.

A smart readout algorithm may reconstruct the position in this case, but if the situation is worst, the
output can be more complicated due to the superposition and it is very difficult to reconstruct the two
independent events - Anger camera cannot resolve simultaneous gamma rays interactions (the
pixelated system can).

ORGANIC SCINTILLATORS

The working principle is basically the excitation of the material, molecules or crystal. The scintillator
can be divided in organic scintillators, composed by organic molecules (like plastic), and inorganic
scintillators that are crystals. Although the physics of these material is different, the principle is still
the same.

Working principle

In an ionizing detector the energetic electron created by either photoelectric or Compton effect was
travelling around the material and provoking ionization. Here is always the energetic electron our
main guest, but this electron, while travelling in the scintillator, instead of creating electrical charge,
it excites energetic levels of the molecules.
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Organic molecules can in fact be described with energy levels, so we have a ground state where the
molecule is at rest, but the molecule may be excited, if we provide energy, to higher energetic levels.
This is right what happens after the absorption of the gamma ray. After the absorption of the gamma
ray, the energetic electron that was travelling around the material is going to excite the molecule, so
providing quanta of energy.

Organic scintillators
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Figure 8.1 Energy levels of an_organic molecule with n-electron structure. (From
J. B. Birks, The Theory and Practice of Scintillation Counting. Copyright 1964 by
Pergamon Press, Ltd. Used with permission.)

So we have the atom, the nucleus, the radiation kicks out an electron and the electron is going to hit
everywhere in the material and if previously was causing ionization (separation of positive and
negative charges), in the scintillator is producing excitation, and so a molecule is promoted from the
ground state to the excited one.

(3-4eV)
So

» oo
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Now, the molecules don’t stand excited forever, but they immediately come back to the ground state
and release energy in the form of optical photons. This is the principle of scintillation. The scintillation
is due to the excitation of the molecules and then the immediate production of photons.

Organic molecules

The prompt emission of radiation is called fluorescence. However it could be that, during the
excitation, the molecule transits to a different status, in a process called intersystem crossing, where
the molecule remains excited for long time. This is the phenomenon of phosphorescence. It is the
delayed fluorescence because time to time the molecule gets locked into a status where the deexcitation
is delayed.

The phosphorescence is a problem for scintillators, because scintillators are used to detect radiation,
and we need to have a ready response to the radiation. So the phosphorescence emission on scintillator
material causes the phenomenon called afterglow (a kind of permanent and diffused luminosity of the
crystal), absolutely of no usable for detection.
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Vibrational state
The energetic states are not just separated in energy by large gaps, but there are also substates due to
vibrational quanta of energy (not of our interest).

Interesting parameters

- Speed: how fast is the release of fluorescence. The release of the light in a scintillator is
described by an exponential decay. We assume that the intensity of the photon flux is given
by a sharp rise in the order of pico-seconds but it is the release that is not delta like. The
fluorescence follows an exponential decay, the deexcitation follows an exponential decay with
a time constant that is called scintillator time constant.

In the organic scintillator the speed is in the order of few nano seconds (tau), that is very nice,
because the response of the scintillator is almost a Dirac delta.

- Efficiency: we have a gamma ray, for instance coming form a PET (511keV). Which is the
fraction of energy absorbed that is converted in scintillation light? We know the incoming
energy and we can count and sum the optical photons; each individual photon has an energy
(typically between 2 and 4 eV), so we count the photons and we have the total energy.

So we can compute this output energy vs input energy. The ratio between the sum of the energy
of the photons divided by the energy of the gamma rays is called conversion efficiency.

Hence we know that energetic efficiency is given by the sum of the energy of the exiting photons
divided by the energy of the gamma ray, that can be for instance 35% (the scintillator is pretty
inefficient in terms of energy conversion).

This is one approach to the problem, but there is also another more practical way to look at the
efficiency, that is the following.
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At the end of the process, I have the scintillator and the photodetector. The photodetector, in case of
100% efficiency, takes 1 photon and produces 1 electron-hole pair, and we collect one of the two. So
what matters in practice is the number of collected electrons, which is, intern, the number of emitted
photons.

Since the ration 1/1 is quite independent from the energy of the photon, if I have a photon of 2eV or
3eV we get 1 electron (to create a couple in the photodetector we need to be at least beyond the energy
gap with the energy of the photon). But once the energy of the optical photon is sufficient, it doesn’t
matter how large is this energy with respect to the energy gap. Once I overcame the energy threshold,
I don’t care if the photon is very energetic.

More important than the energy conversion, where the energy of the photon matters, what matters is
the granularity, the number of optical photons delivered by the scintillator. The signal is
photoelectrons will be the number of electrons created. If the electron has been created by one photon
of 2eV or by one photon of 3eV I don’t care, what matters is the number of photoelectrons.
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If we look to a table of scintillator, the energy efficiency is never quoted, but it is quoted a parameter
called gain or conversion efficiency that is the number of emitted photons per unit of energy.

It is not a ratio, a percentage, but it is the delivered number of photons per absorbed energy, I care just
to the number, not to the energy. The higher the number, the better.

In organic scintillator this number is 10’000 phs/MeV, so the number of photons emitted per MeV of
energy absorbed by the material.

Then if the photons are 2 or 3 eV I don’t care, because what matters are the 10’000 photons that will
be transformed in 10’000 electrons (even if in reality it is impossible, the photodector has a quantum
efficiency).

INORGANIC SCINTILLATORS

They are crystals, no more molecules. When we have a crystal, we have a material with a regular
geometry > we have not the energetic levels of the single molecules, but we have energy bands all
over the crystal, like in Si (Si is a crystal, but not scintillating).

Conduction band

\— Activator
T excited states
Band A 4 Scintillation
gap /N photon
proh|b\t Activator
ground state
Valence band
Figure 8.6 Energy band structure of an activated crystalline scintillator.

« scintillation allowed thanks to the presence of activators
o fast scintillators (~ 20-50ns) usually less efficient (~ 10-30x<102 ph/MeV)

« efficient scintillators (~ 30-60x103% ph/MeV) usually slow (~ 0.3-1ps)
(recent scintillators, e.g. LaBr;, have ~ 50x10% ph/MeV and ~ 20ns but are hygroscopic)

We have a similar process than before; the energetic and erratic electron travels everywhere and now
it excites an electron form the valence band of the crystal to the conduction band (individual
excitation). In principle we are expecting the fluoresce also in this case.

There are crystals which scintillates, but they are very few; sometimes the fluorescence transition is
somehow inhibited by quantum mechanics = we have to help the scintillator to emit light and so we
dope it with some atoms called activators.

Also the activators have two states, one ground state and one activated state. They are placed here
and there in the crystal and we need simply to wait for an electron in the conduction band to fall inside
one excited state of the activator, then the activator emits light and moves to the ground state and a
scintillation photon is emitted.

The figure of merits of these scintillators are:

- Speed: the exponential law for the fluorescence emission still applies but the difference is that
while plastic scintillators are very fast (nanoseconds), inorganic scintillators may range from
few tens of ns to microseconds, so they can be very slow.

- Efficiency: usually better than plastic scintillators but usually they are divided into classes;
there are fast scintillators (ns) with a lower efficiency or we may have very efficient scintillators
but slower. The only exception is LaBr.
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Properties of scintillators

Table 8.3 Properties of Common Inorganie Seintillators
Relative Pulse |
Specific [fwavelength of [Refractive Abs. Light Yield | Height Using
| Gravity [[Max. Emission | Index | | Decay Time (s) ' in Photons/MeV | Bialk. PM tube| References
| Alkali Halides 2 -
—»\ Nal(Tl) [ 367 | 415 1.85 023 7-‘7 38 000 [ 100
—>| Csi(T) | 451 | 540 ‘ 1.80 0.68 (64%). 3.34 (36%) 65 000 049 | 7890.91
Csl(Na) | as1 120 | 184 0.46,4.18 [ 39000 | 110 | @
| Li(Eu) [a08 | w0 | 19 | 14 [ 1000 023 .
Other Slow Inorganics
—[BGo 7.13 480 215 | 030 | 8200 0.13
[ cawo, [790 | 40 | 23 | 1.1(40%).145(60%) | 15000 04 98-100
ZnS(Ag) (polycrystalline) [ 409 | 150 | 2.36 | 0.2 | 1.3 -
[CaF,(Ew) | 319 | 35 | 141 | 09 24 000 | 05 ]
Unactivated Fast Inorganics o - |
BaF; (fast component) 1.89 220 0.0006 | 1400 na 107-109
BaF, (slow component) | 4,89 } 310 IEEH 0.63 T 9sm | 0.2 107-109
Csl (fast component) [ 451 | 305 | | 0.002 (35%). 0.02 (65%) | 2000 | 0.05 | 113115
Csl (slow component) 451 450 ‘ 180 | multiple, up to several s | varies | varies 114,115
Cef 6.6 | 310.340 68 \ 0.005, 0.027 | 4400 | 00410005 | 76,116,117
Cerium-Activated Fast Inorganics -
GSO i 671 ’ 440 1 185 }Tmn r<m7“.1 04 (10%) ; 9000 02 119-121
— | YAP 5 370 1.95 | 0.027 18 000 0.45 78,125
\7:(& ) 4.56 [ 550 [ 1.82 EU(T\‘N(“',] l\i(:‘w.\“(,;m - 7 000 05 [ 78,127
— | SO |74 | 420 1.82 0.047 | 25000 0.75 30, 131
LuAP i 8.4 ‘ 365 [ 94 | 0.017 17 000 7 03 | 134.136.138
Glass Scintillators )
Ce activated 1 i glass’ { 2.64 | 400 1.59 [ 0.05100.1 3500 0.09 77,145
b activated glass’ | 3.03 | 550 1.5 | 3000 to SH00 50 000 | a 145
For comparison, a typical organic (plastic) scintillator: 77777 - - .
— [ NE102A 1.03 423 1.58 0.002 10 00 | 025

This table shows several scintillators type with respect to different figures of merit. The red marked
are the most important one to be considered when choosing a scintillator.

Specific gravity

It is the density (g/cm3). It is important because the first duty of a detector is to stop efficiently the
radiation, and density is a cumulative parameter that tells us the stopping power of the scintillator.
For instance, organic scintillators (bottom line) are very poor because the density is 1, so they are very
bad (not used in medical imaging for this reason, although they are very fast).

Decay time (us)

The faster, the better the response. We have various decay time, like ultrafast scintillators (LSO). They
are not as fast as plastic scintillators however.

The speed of the scintillator is important because we have, in nuclear medicine, techniques such as
PET, which rely on timing, coincidence (in PET we need to make the coincidence between two
gamma rays back to back) inside a coincidence window. The easiest way to make timing is to take a
signal, for instance out of the scintillator, we covert it with a photodetector and we apply a threshold
to detect when the pulse overcome the threshold.

Of course, we don’t have only a nice shaped-signal, but random noise on the signal. When we have
it, in order not to be triggered by the noise above the threshold, we typically need to increase the
threshold.

Let’s now assume we have two scintillators that produce the same number of photons (the integral of
the flash of light is 10’000 phs), and these are distributed in a very steep signal with a very short
scintillation time constant in scintillator 1.

Now let’s assume that the scintillator 2 has a much longer time constant (but with the same area to
have a fair comparison).
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It is evident that the better scintillator for timing is the 1. In fact, with a very steep rise of the signal,
even in case of noise we can put a relatively safe threshold because we are sure that the signal crosses
the threshold.

Conversely, with the slower scintillator is much trickier, because the rise of the pulse is less steep and
so it is more tricky to place the same threshold, because it risks to be not sufficient to get the triggering
from the signal. So the faster the better for discrimination.
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In reality, a scintillator waveform is composed by the superposition of single scintillations photons.
10’000 photons are real quanta covered by the shape.

Modern techniques of timing are trying to catch up with threshold the earliest photon in the family,
of the waveform.

If I distribute the same number of photons on a longer time constant, of course the precision in the
decision where to trigger is more lossy. If we have a larger amount of photons accumulated in short
time, also the statistic probability to measure the first one among them has less jitter than having the
same number of photons spread wherever, because already the jitter in the measurement of the first
one will be more spread. The more the photons are squeezed in a short time, the lower is the jitter
(oscillazioni) in the measurement.

Deficiency — light yield (gain of the scintillator)
Number of photons emitted by the scintillator per unit of energy. It is quoted in phs/MeV.

Wavelength of maximum emission of photons

A scintillator is not like a laser. The characteristic of the emission of a laser is that usually lasers are
almost monochromatic, they emit at a given wavelength.

Scintillators have a broader emission spectrum. What we quote is the lambda of the peak emission,
and it doesn’t tell us how much broad the emission is, but tells us more or less where is located the
emission of the light (e.g. 200nm or 500nm).

This is important not as a property of the scintillator itself, but it is important for the choice of the
photodetector. In fact, photodetectors are efficient only in specific wavelength ranges.

For instance, if we have the emission like in the image and we choose photodetector that it is efficient
only up to a certain wavelength, we are measuring only a part of the emission spectrum of the
scintillator. So the scintillator could be optimal because it emits 50’000phs/MeV but in reality with a
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wrong selection of the photodetector we are using only partially the emission spectrum of the
scintillator.

In conclusion, lambda tells us more or less where the emission of the light is.

76.

Example: choice of scintillators for PET and SPECT
Let’s consider the three main figures of merit: stopping power (density), decay time and light yield.
We have to choose what is mandatory and what can be relaxed.

PET

Stopping power: in PET we have 511keV, that is a very large energy. If we recall the plot of
u’, we are in the region where u’ (mass attenuation coefficient) has dropped a lot and we re
dominated by Compton (not so nice, the full absorption of the gamma ray is at risk with
Compton). To have photoelectric dominant we need to choose a high Z, which means high
density. So 511keV in PET is a high energy and it is of paramount importance to choose a
very efficient scintillator because we need to stop 511keV.

For example, we can use BGO. Nowadays also LSO is very popular. We cannot use Nal (too
small density).

Decay time: I need a fast oscillator = we need to discard the tau in the order of us. In LS= we
have a better tau than BGO; it has good density and good speed.

Light yield: in PET it is not important because the energy of the photon is 511keV. This creates
a big problem in stopping power, but in terms of signal generation is good, great. 511keV
provides us an enormous quantity of photons. We are not forced to have a very efficient
scintillator because the starting energy is already enormous. This is why BGO was chosen for
PET despite of the 8200 phs/MeV. Even LSO is not so luminous.

In conclusion for PET, higher priority for density and time and we can relax the gain.

SPECT

Stopping power: the energy in SPECT is 140keV, so the density is less critical, because the
photon is much less energetic - we can relax a bit more the stopping power, and so the
density, because the efficiency is already enough high. In SPECT we can consider crystals like
Csl.

Decay time: it is a single positron emission computer tomography, so we don’t have to do any
coincidence, it is a technique without timing - we can relax the decay time and the choice of
the scintillator.
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- Light yield: it is important, because now we have only 140keV of Tc99, and so we need to
preserve the signal. So we need to choose a high gain scintillator, like Nal or CsI.

LSO is chosen for PET. It is based on lutetium, that is an element that has a radioactive isotope >
inside the crystal we have self-radioactivity due to a radioactive component of lutetium. It seems not
so nice to have a crystal to measure radiation that is radioactive itself. So the question is: is this
radioactivity a problem in PET?

No, because since PET is based on coincidence, a valid event needs to pass the coincidence. Is a single
radioactive event in one of the two crystals pass such a coincidence test? Very rarely.

So radioactivity of lutetium is not a problem in PET, while it is a problem in SPECT, because SPECT
is based on single photon detection, and if it is from an internal source or not, they cannot be
distinguished. - for SPECT we can’t use a radioactive crystal.

Comparison between Nal and CsI

NaI(TI) CsI(TI)
G ~ 38x103 ph/MeV G ~ 65x10% ph/MeV (+71%)
A= 415nm (well matched with PMT) A= 540nm (well matched with PD
= fraction of converted energy = fraction of converted energy
= hc/ixG ~ 3eVxG = 0.11 = hc/AxG ~ 2.3eVxG = 0.15

(+36%)

notes:

« imited efficiency of the energy conversion

» what matters more is the number of generated photons, more then E. efficiency
» the generated charge then depends on the quantum efficiency QE of the used
photodetector

s CsI(Tl) better than NaI(TI), in principle, but the final result depends on the QE
of the used photodetector (which depends on 1)

G indicates the emission, the one of CsI is higher than Nal - better to select CsI for SPECT.

The lambda of Nal is instead well matched with photomultiplier tubes. Typically, photomultiplier
tubes are responding well at short wavelength (the photodiode at long wavelength). Hence the choice
of the best photodetector depends also on the emission spectrum of the scintillator. There are
scintillators emitting at long wavelength; CsI emits at more than 500nm, so a Si photodiode is good,
but if we take for instance Nal, it is more peaked at shorter wavelength, where the photomultiplier
tube is competitive in terms of performances with the Si photodiode.

So if the scintillator emits a short wavelength we may consider photomultiplier tube, because Si
efficiency drops down,; if the scintillator emits at higher wavelengths, we may consider photodiode.

Which is the fraction of converted energy, the fraction of gamma rays converted in optical photons?
I take the gain G (number of photons normalized per MeV of gamma ray energy), I multiply for the
energy of the single photon and I have the efficiency. The energy of the single photon is lower in CsI.
At the end of the calculation we have the efficiencies above.

Regarding these results, we can say that scintillators are very inefficient detectors, because they convert
only 10-20% of the energy of the gamma ray -> scintillation is a very inefficient mechanism.
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Moreover, it is more important to look at G than at the efficiency calculated. In fact, the efficiency
tells us just that CsI is 36% more efficient than Nal in terms of energy efficiency. But the number G
tells us that the efficiency of CsI in terms of number of photons is much larger (71%).

G is different from the calculated efficiency because I have a different energy of the photon in the two
materials. But what matters is not the energy of the optical photon, but the number of photons, and it
is much larger in Csl.

Time constant

CslI has two time constants, not just one. Scintillators may have two time constants, and we have to
specify the weight for each contribution.

PHOTODETECTORS FOR SCINTILLATORS

THE PHOTOMULTIPLIER TUBE (1)

neident light

Photodetectors for scintillators:
1) the photomultiplier tube (PMT)

« the incoming light on the photocathode causes
the emission of photoelectrons

+» the primary photoelectrons are focused on the
first dynode where secondary e- are emitted

« at the end of the multiplication process on the
dynodes, the e- are collected to an anode

« the total multiplication (~ 107) provides
a very high signal and allows practically to
neglect the noise of the following amplifier:

(S/NA)in = npr'\'mary/(Gampliﬂer'—noise/M)
« only the primary e- statistical fluctuation is
remaining
(which does not depend on the PMT gain):

Vacuum
enclosure

= \."n

G, primary /Gpnmary primary

n — N

2 —
primary — ''primary

Figure 9.1 Basic elements of a PM tube. (From Ref. 1.)

(in reality, multiplication fluctuation worsens this contribution)

The photomultiplier tube is a photodetector where the primary charge created by the light is
multiplied. It has an internal gain like silicon photomultipliers. The main reason to have a
multiplication is to make negligible the noise contribution of the following amplifier. There are
also some cons, and the main one is that multiplication is not a deterministic property, but it owns its
own statistical fluctuation, the multiplication fluctuates itself 2 worsening in the overall resolution
that will affect in particular the component associated to the signal.

It is used to reduce the electronic noise and in practice is not a really user friendly device, because it
has to be operated at high voltages.

It is a vacuum component, so everything is occurring in a vacuum enclosure (not ultravacuum
however, but at least absence of air or other gasses), we have an entrance windows where we have a
photocathode, that is responsible for the conversion of the single photon to a photoelectron through a
quantum efficiency. So the conversions of photon to photoelectron is not 100% efficient but in
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photomultiplier tube between 20 to 40%. Then we have the electron that is accelerated by a very large
voltage difference and the trajectory of the electrons, wherever they are created, are focused by an
electrodes (labelled as 14 in the image) so that electrons will crash into the same electrode called
dynode (x). The dynode is responsible for the multiplication. So one electron is crashing into the
dynode and 1077 electrons are exiting from the anode. Primary electrons are the one created in the
photocathode, secondary electrons are emitted by the dynodes.

Then we have several dynodes and the electric field in the multiplication chain is so that the secondary
electrodes emitted by the first dynode are focused and crashing on a second dynode and so on.

Each time each electron is multiplied by a certain quantity and at the end of the chain we have a
collecting electron (called anode) that are multiplied. The total multiplication can be up to 10"7
electrons. And 1077 is called multiplication factor M.

This principle is appliable to all the application for single photons detection, but we are connecting
scintillators to a photodetector, so we don’t have one photon, but what said before is applied to all the
scintillation photons that are emitted by the scintillator. So we have 1000 photons out of the scintillator
and among 1000 only around 300 will be created on the photocathode an will be multiplied by 10"7.

We have the detector, which is providing a number of primary photoelectrons (we are at the level of
the photocathode). Then we have the multiplication (10"7) and then we have the amplifier that is
amplifying and filtering the signal. Each amplifier has its own electronic noise, due to the internal
components of the amplifier. We can identify the electronic noise at the input with a cumulative
quantity sigma-a (sigma-amplifier, that groups all the noise fluctuations of the amplifier).

Now the charge is multiplied by M and it is facing the noise of the amplifier with a beneficial
multiplication number M. So if I compute the SNR after the multiplication and before the amplifier,
I can obtain the result in the formula. The noise is given by the sigma-a, while the signal is the number
of photonelectrons multiplied.

We can clearly see that a photodetector with an internal gain improves the SNR thanks to the M at
the numerator.

The SNR can be expressed as number of photoelectrons divided by sigma-a divided by M. This

manipulation holds an alternative and powerful way to see the same benefit 2 we are killing the noise
of the amplifier from a factor M (alternative point of view, that is better). In this case the SNR can be
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seen not as the SNR the entrance of the amplifier, but prior to the multiplication. The signal is N and
the noise is the noise of the amplifier demultiplied by M.
NB: the multiplication is doing nothing directly on the noise sources.

Additional elements to noise

Also the generation of the signal is statistical. So, completely separated from the noise of the amplifier,
I must consider the fluctuation of the signal, because the scintillator doesn’t provides always the same
number of photons per delivered energy and also the quantum efficiency of the photodetector is not
deterministic. There is a new statistical spread that is the spread of the number of photoelectrons.

The spread of the number of photoelectrons in scintillation detectors is dominated by Poisson statistic.
So the scintillation phenomenon and the corresponding conversion in PE is described as a Poisson
mechanism.

The main property of the Poisson statistic is that the variance of the number of photoelectron is equal
to the number of photoelectrons themselves.

If now I compute the SNR prior to the M and after the generation of photoelectrons (PE), the signal
is the number of PE and the noise is the sigma, given by the sqrt(PE).

Hence the SNR just due to the intrinsic fluctuation of the signal goes with a square root of the signal.
This explains also why we are interested in scintillators with a high light yield. The larger it, the better
is the SNR in the measurement.

If now we calculate the SNR after the multiplication, it is given by:
- Signal: number of PE multiplied by M
- Noise: sigma of the noise in this point. From statistic, if we have, for instance, a variable Y
given by Y = M*X, the sigma square of the variable is (78):

Y=HX
b 2- 202 W s vtk

So the sigma due to the intrinsic fluctuation after the multiplication is the sigma of PE
multiplied by M, because the sigma-square is equal to M2 and sigma is just multiplied by M.

In conclusion, multiplication doesn’t change the statistic of the signal, doesn’t have any impact on the
spread of the signal, the same spread is maintained after multiplication. So photomultipliers are good
because they reduce the impact of the amplifier noise but they have no effect on the statistics.

In reality this is not true because we have assumed M constant, but it cannot be, the multiplication is
itself a statistical mechanism. We cannot rely on that one photoelectron produces always the same
amount of multiplied electrons > this formula SNR = sqrt(Nphs) is not true (true only if M is constant)
and so there will be a penalty factor at the denominator of the formula. Hence multiplication has a
cost, and the cost is the worsening of the intrinsic statistical property of the signal. Multiplication is
beneficial towards the amplifier but it has a negative effect with respect to the intrinsic statistic of the
generation of photons in the scintillators.

Photocathode

Responsible for the generation of the PE. Materials involved as photodetectors can be described in
energy bands; electrons normally stay in the valence band, then there is a forbidden energy gap and
then eventually we have electrons in the conduction band, and they can move freely in the material.
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Photodetection means creating electrons in the CB. The arriving photon must have sufficient energy
to move an electron in the upper CB. This is the minimum goal in a Si photodetector. After has been
promoted, thanks to drifting field, we can collect inside the device the electron with an electrode.

Solid =<} Vacuum
9'5‘ g Salid 1—|—>Vacuum Negative electron

affinity
L__Conduction band (No surface

s
;:: 4 '3 U . barrer)
5 surface \ . .
% N | Conduction band __barrier Band gap|(2.3 eV) —
5l & T
<1 . - —
™ Z| Band gap|(2.3 eV] Valence band
c c
o) o]
E 2y | Valence band
o E
o
2
o
Figure 9.4 Band structure near the surface for conventional semiconductors (left)
and NEA materials (right). (Adapted from Krall et al.®)
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In the photomultiplier we are not simply asking the photon to generate the photoelectron and then go
somewhere in the cathode and return home, but we are asking to the photon to create the PE and the
PE to physically leave the material. the electron must be free to travel in vacuum not belonging to the
material - high requirement from the energetic point of view, not just to move to the CB, but to a
higher energy level called vacuum level (or surface barrier). It is an energetic level where the electron
is energetically free (even if physically it may still be inside the material). So photomultiplier tubes
require that at the photocathode the photon has sufficient energy to go beyond the vacuum level »>
energy cost is higher.

Not only the energy cost is higher, but as long as the electron has not left, it is still physically inside
the material and it may hit different atoms in the material (scattering around) and it may loose energy
(phonon interaction, a phonon is a quantum of mechanical hit) and if it looses energy it moves down
to the CB and eventually to the VB.

So it is a really costly and low probability process, and this is the main reason why photomultiplier
tubes have a quantum efficiency of 40%, while Si photodiodes may have it up to 90%.

This because in a photodiode we simply ask the electron to be promoted in the CB, while in the
photomultiplier tube we ask more, the photoelectron to be promoted in the vacuum level and it may
very easily loose this energy.

There are some special photocathodes called NEA (Negative Electron Affinity materials) that are
composed by a bulk material like gallium phosphide (red) that is layered (coupled) with a very thin
layer of material that is an electropositive material (like an n-doped semiconductor). So it is like a pn
junction, the GaP is the p and Cs the n.

The coupling of the materials is in a way that the energy bands in the junction of the materials are
bending down so heavily (right scheme in the image) that the vacuum level in the Cs is bended so low
that there is a chance that an electron in the CB of the GaP is able to jump into the vacuum. It is like
pushing down the vacuum level so that we have a ‘negative electron affinity’, because the jump
between the CB and the vacuum level is negative.
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79.

It is not strictly speaking a pn junction, but let’s suppose we create a very highly doped pn junction.
We have CB and VB. Then there is also the vacuum level, that is the one that an electron has to reach
to escape from the material. now, if VB and CB go down, also the vacuum level goes.

If the electron is very close to the junction, not in the bulk, there is a nonnegligible probability that the
electron is promoted in the CB and then it could jump down in the vacuum level of the other side >
it jumps out from the material from the most convenient vacuum level. So we need simply that the
photon provides a sufficient energy to reach the CB and if so and we are close to the boundary, we
can escape the vacuum level jumping down - negative affinity, because we are exiting going down
instead of going up.

We can see that the photocathode has a high quantum efficiency because the energetic cost is low.

Quantum efficiency
Quantum efficiency vs wavelength of photon energy

plot (not the isolines). We have various types of
photocathodes; the quantum efficiency is not larger
than 40% in classical PMT. Especially, we have a
severe cut off; after 500nm the quantum efficiency
is very bad - in the scintillator we need also to look
at the wavelength, not only at the number of PE of
the scintillator. In fact, if we have Csl that is
beautiful, but the peak emission is at 550nm and we
look at the graph, at 550nm the quantum efficiency
has dropped to 10%. So we have chosen a beautiful
scintillator but coupled with a wrong photodetector.

Quantum efficiency

QE = (number of
photoelectrons emitted
by the photocatode) /
(number of incoming
photons)

: note: QE < 30% in PMT

Sensitivity [mA/W]:
photoelectrons current
produced with respect to
the input optical power

In the plot is also plotted the sensitivity, that is an equivalent figure of merit of the quantum efficiency.
But if the quantum efficiency is the number of exiting PE divided by the number of entering photons,
the sensitivity is quoted as mA of electron current divided by Watt of optical power. So it is a flux
divided by flux. An identical quantum efficiency line (e.g. 20% horizontal) is not corresponding to an
identical sensitivity line. This is due to the fact that the optical power doesn’t depend only on the
number of photons, but also on the energy of the single photon, so on the wavelength.

Hence if we have 100 photons but with different wavelengths, the optical power at the denominator
of the sensitivity is different.

Multiplication factor at dynodes
The electron is reaching the dynode and crashing into it, producing secondary electrons.
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The mechanism of production of ...
secondary electrons is ionization (the same p
of ionizing detector). We have an energetic

electron with a lot of kinetic energy that is

crashing in the material and it is loosing its \
energy by ionizing several electron-ions or
electron-hole pairs. The created secondary
electrons belong to the material but since
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dynode So they are extracted from the 3= number of secondary electrons emitted for each incoming primary electron

material, taken away and redirected to the second dynode.

Delta is the number of secondary electrons emitted for each entering photoelectron.

Since the multiplication depends on the kinetic energy of the primary PE, we should be tempted to
increase as much as we can the voltage difference between the photocathode and the dynode, because
the larger the voltage difference we apply, the larger the kinetic energy and so the delta.

This is true (in the plot we have delta vs voltage difference), delta can reach a value of 10 > we increase
the M factor. However, this increase reaches a maximum and it can eventually reduce.

Why the reduction of delta?
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Let’s suppose we have the dynode and an entering electron. We know the thickness of the dynode.
The entering electron is ionizing and then I have some secondary electrons that are exiting the
material. However, if we increase the kinetic energy of the electron, the electron enters deeper in the
material (the more energetic the electron, the more will enter in the depth of the material).

If in the dynode we have our energy bands along the thickness of the material, a very energetic electron
is of course able to promote an electron from the valence band to the vacuum level. However, from
the energetic point of view the electron is free, but it still belongs to the geometrical boundaries of the
material = the electron has to move back to exit the material and the deeper is created, the longer is
the path it has to take to live the material.

Moreover, the longer the path, the more could be the dangers, and the dangers are phonons,
mechanical hits, scattering in the material (we are not in vacuum yet). Hence during the trip the
electron may loose energy and falling in the conduction band and may then fall down to the VB and
it’s over.
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In conclusion, dynodes don’t increase secondary emission when we increase the voltage because
primary electrons are ionizing too into the depth and so we reduce the chances of exiting for secondary
electrons. We can use NEA material also as dynodes because they are less demanding from the
energetic point of view; in a NEA material as dynode, the exiting electron can stay in the CB, not in
the vacuum level. And if we are lucky that they are in the CB, they have the chance to fall down at
the boundary due to the negative affinity. Of course, also for the NEA materials there is a chance that
from the conduction band the electron falls down in the valence band, and then it is over even for the
NEA material.

However, for NEA materials the escaping path is facilitated.

So in the plot standard materials reach a maximum and then drop down, while NEA materials
(straight lines) are very good, because delta can increase a lot with applied voltage.

Total multiplication factor

o= fraction of collected photoelectrons (~1)
|tota| gain = o &N | 3= multiplication factor of single dynode
N= number of multiplication stages

6 =5 = G =5~ 107 with 10 stages
6 =55 (NEA) = G =55% ~ 107 with 4 stages

multiplication statistics

8 fluctuates statistically event-by-event

variance related to 1 dynode (Poisson): (c/8)* = 8/&* = 1/8

variance of total G: | (og/8Y)? = 1/8 +1/3- +1/8° +..+1/8Y ~ 1/(5-1) |

(note: variance dominated by the fluctuations of the first dynode for & >>1)

If we have a N number of dynodes and each dynode has a multiplication factor of delta, the overall
multiplication factor is given by the formula in the upper box. We have a alpha factor in front that is
describing how efficient is the focusing action (we cannot guarantee that 100% of PE are really focused
on the first dynode, we may loose few of them). So the alpha factor represents the effectiveness of the
focusing action.

In conclusion, if we want to reach an overall gain of 10"7 and we use standards dynodes, we have
delta = 5 and we need 10 stages. Differently for NEA (4 stages are enough). Is then up to us if it is
more practical to have more stages of a low performance dynode or less stages of a high performance
dynode.

Multiplication statistics

We cannot rely that all the time we have the same number of PE generated, because delta fluctuates
as described by a Poisson statistic.

The Poisson statistic tells us that if we calculate the ‘noise to signal squared’ (sigma over delta), so the
noise normalized to the signal (it is squared to have sigma squared, that in Poisson statistic is equal to
the signal, delta), in the end we have 1/delta.

This is the problem; we cannot rely that delta is a fixed number, each time it varies. However what
matters is the variance of the total gain, we need to calculate the sigma squared of the total gain
divided by the total gain itself (that is delta”IN).
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This calculation is not easy because there are some correlations between dynodes and in the final
formula we have that the relative spread of the gain is 1/(delta-1).

This tells us that if we can approximate this final formula with one of the single dynode, it s like to
think that the ‘game is over’ already at the first dynode in fact, if the total fluctuation at the end of the
device is 1/(delta-1), which is practically 1/delta, it is like if all the spread has been played in the first
dynode and then in the rest of the cascade there are just averaging phenomena, the rest of the chain is
not worsening too much the statistic.

The conclusion is that, in practice, we have to choose very good quality dynode; the better the delta
of the dynode, the smaller the overall statistical spread. If we are interest in the lowest possible spread

of the multiplication, we have to invest money in a quality PMT with high quality dynodes.

PMTs configurations
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Figure 9.7 Configurations of some common types of PM tubes. (a) Focused linear
structure. (b) Circular grid. (¢) Venetian blind. (d) Box-and-grid. (Courtesy of EMI
GENCOM Inc., Plainview, NY.)
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(a)
A PMT has a cathode, then dynodes which need to be bias at more positive voltage (in the chain
voltages are increasing because electrons are moving towards positive voltages).
We don'’t apply independent voltages, but in practice the PMT is biased through a voltage divider. We
apply the big voltage difference between the photocathode and the anode. In the scheme we ground
the photocathode and we apply +2000V to the anode. We have create a big voltage difference.
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Then with a chain of resistors we create all the intermediate voltages; all the dynodes are simply taken
as intermediate voltages in this chain.

(b)

Figure 9.13 Typical wiring diagrams for the base of a PM tube. Scheme (a) utilizes positive high
voltage and a grounded photocathode. Scheme (b) uses negative high voltage, and the photo-
cathode must be 1solated from ground. Values of the divider string resistors R, are chosen using
criteria given in the text. The equivalent anode load resistance is R, in (b). and the parallel com-

bination of R, and R’, in (a). Other identifications are given in the text

The alternative solution is that we apply a negative voltage on the photocathode, and we ground the
anode. The importance is that the voltage difference between anode and cathode is positive.

Advantages and drawbacks

The advantage of the first solution is that the photocathode is grounded, that is a relief because in this
way we have the window of the photomultiplier tube which is touching the scintillator that is
grounded. The disadvantage is that we have the amplifier connected to the anode, for instance the
charge preamplifier.

Of course we cannot connect an amplifier to 2000V, so we need some decoupling, for instance the
capacitor Cc, that is used to decouple the 2000V of the anode with the amplifier. > we need a AC
coupling through a capacitor.

The advantage of the second solution is that the anode is grounded and can be connected to the virtual
ground of the amplifier = the anode is to the virtual ground of the amplifier.

The disadvantage is that the photocathode is at -2000V (so the coupling with the scintillator is at -
2000V).

Moreover, in the resistive divider there are also some capacitors placed between resistors, there is a
chain of capacitors in parallel to the resistors, and not on all the dynodes, but just on the final ones.
We have these capacitors because if we bias the dynodes through the voltage divider, where does the
electron released into the vacuum come from? They come from the chain of resistors.

So we can imagine to have electrons emitted from the dynodes and hance a corresponding current
drawn form the lines x.

This current comes from the resistors; if this signal current is too large, and especially in the last
dynodes (because the first dynode has to emit few electrons, but the final dynode has to emit 107
electrons), this current flows into the resistors Rd and create a voltage drop. This voltage drop changes
then the voltages applied to the dynodes themselves = nonlinearity is introduced, because the change
is signal-dependent (= nonlinearity).
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We use the capacitors because the capacitors are an escape path for this signal current. In fact, a
capacitor in AC with fast signals are considered short circuits = chain of shortcircuits, so the current
from the dynodes doesn’t take the path through the resistors, but it takes the path through the
capacitors. At first approximation, the current for the dynode is supplied through the capacitors.

POSITON-SENSITIVE PMTs

The PMT is not able to identify the position of interaction of the photon, because the path of the PE
is always the same and we simply get a total charge corresponding to the photon detection. It would
be convenient to have the possibility to also identify the photon position of interaction = position
sensitive PMTs.
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Figure 6-2: Electrode structure and electron trajectories in
a position-sensitive photomultiplier tube

It is based on the same topology and components of the classical PMT, but the exit anodes are not
just one electrode, but they are several and perpendicular and thanks to this subdivision we can have
the total number of electrons at the output and moreover, depending on the charge collected by each
anode, we can extract the position of interaction.

So, we have one photon interacting in the photocathode, we produce a single PE that is accelerated
and we have that the dynodes are now segmented in a mesh of several dynodes. So we have a first
layer of dynodes, then the production of secondary electrons that are spread and accelerated in the
lower second floor of dynodes and so on. We have a cascade that enlarges and that is symmetric,
because the device is symmetric. We have no more a tiny path of PE, but a cloud of PE.
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We have a cloud of electrons and then finally the electrons are collected by X anodes and Y anodes.
In this way we have a sampling of the cloud; having a sampling of the cloud means that the anode
closest to the centroid of the loud will receive more charge, the anode further from the cloud will
receive less charge and the anode completely outside the cloud will receive 0 charge. Hence we can
calculate the centroid of the cloud that is associated to the direction of the photon.

In reality, if we couple this device with a scintillator, the interest in gamma ray detection is not the
single photo position. If we imagine to have an Anger camera for instance, we have a cloud of optical
photons, but the device works in the same way; instead of finding the position of the PE as the centroid
of the cloud, we will have a cloud of photons that will create a cloud of PE, so finding the center of
mass of the electrons is a way to find the center of mass of the optical photons.

Anger Camera

If we consider the Anger camera structure and the scintillator light
spread all over the photodetectors (red), we have two different
possibilities:
- For each photodetector (red ones) we make a single PMT.
So no position sensitivity. Each one phtodetector is N\ T Henottic scntttor
individual one, we measure the charge and then we A Conr | Pedecios (BUEL>res)
compute the center of mass
- We cover the entire surface with a position sensitive PMT. So it is a single device that holds
intrinsically the position sensitivity, it is no more segmented. Now we shine the device with a
cloud of photons, the device determines the center of mass of electrons and the center of mass
of photoelectrons electrons will be automatically the point of interaction of the gamma ray.

Cons:
res.) » Signals from multiple y overlap

Details

It is not true that the charge will go directly from the dynode layer before the anode to the anode; they
are going first to a last bottom dynode that is common to everyone, not segmented as the others. There
is a strong hit and multiplication in from this dynode and the charge exiting from this dynode is
collected. This is done for two reasons:

1. It is used to provide the charge with a larger width. In fact, if we would rely on the chances

that the charges exiting form the normal last dynode would reach the anode, this occurs maybe
yes, maybe no. it would be a disaster if all the charges of the las segmented dynode will go to
only one single anode, because the spatial resolution will be simply the pitch between the
electrodes. On the contrary, if we let the charge to spread over more than one anode, by the
calculation of center of mass of a spread signal, we can find the position with a resolution that
is better than the pitch between the anodes.
If the current out of the dynodes will reach just a single anode, the resolution is the resolution
of the single anode. So if two anodes are separated by 2mm, the resolution is 2mm. But if we
can spread the charge over multiple anodes, there will be of course a dominant anode, but
there will be neighours that will receive a ‘piece of signal’. This is the best resolution we may
have to have a ‘subpixel resolution’, because when we calculate the center of mass, we may
find the position with a resolution that is better than the distance between the anodes.

2. For timing reasons; we have some techniques like PET in which we need timing. Where to
collect the signal for the timing?
We would like to have the charge spread over the anode, not all the charges going in one single
electrode, because this is not beneficial for timing, I would like to have the highest possible
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signal. This is what is done by the last dynode, because it will receive the total signal, and so
it is the best candidate for timing.

So I let the anodes to be used for position and retrieval, and the last dynode for timing
purposes, because it have the largest signal.

Readout
I have now multiple anodes and I have to collect and measure the currents and, thanks to an algorithm,
find the center of mass of the charges.
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tubes using cross-wire anodes

The brute force approach is to connect an amplifier to each anode (multianode). It is however very
expensive. There is a smarter solution that is using voltage divider, a resistive chain. Instead of reading
out each individual anode, we connect all the anodes to a chain of equal value resistors and we read
the currents at the left and right end (Ioutl and Iout2).

We can imagine that the ratio between the two currents Ioutl and Iout2 depends on where the cloud
has been collected in the anodes. For instance, let’s suppose that we have a single current on the anodes
Tin; this current will see less impedance on the right and more impedance on the left. So the current
will go preferably to the right, so if we measure Iout2/Ioutl it will be a large ratio.

It Iin would flow in the middle, we would have an equipartition of the current, so the two boundary
currents will be the same.

So we use the ratio of the currents to measure the centroid of the cloud. More in detail, we measure
the two currents, we make the sum and then we calculate the coordinate X by taking one current and
divide by the sum. We also do it for the Y.

It is a ‘wired’ center of mass calculation, done on hardware. To calculate it in a more sophisticated
way we need to extract the currents with the amplifiers.

Spatial resolution

The following is a plot of the spatial resolution, that is in the order of mm. We can change the
resolution by changing the voltage difference between the photocathode and the first dynode. By
changing the voltages we squeeze or enlarge the electron cloud, so we change the spatial resolution.
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A S1PD is a pn junction. The energy cost for the photon is the one to promote an electron from the
VB to the CB, no more to the vacuum level, because the electron must not be separated from the
material, I will collect the electron by an electrode in the device. Electrons will be collected on the n
electrode (anode) and holes in the p electrode (cathode).

The depth of interaction of optical photons allows us to say that short wavelength photons are
absorbed in the layer closer to the surface of the device. Longer wavelength, moving toward infrared,
are more penetrating in the device and so the promotion is happening in the n region.

NB: of course also for optical detection the wavelength matters, because shorter one are absorbed at
the surface and longer into the depth, but there isn’t the problem of xray absorption, where I need a
very large depletion layer. In a normal Si photodiode the depletion region is reasonably small and all
the photons will be absorbed. It is a completely different business the photodetection from the
radiation detection.

Advantages vs PMT

- High quantum efficiency
- They are 2D devices, because they are made on a Si wafer, while a PMT is a 3D device.

248



- Insensitivity to magnetic field: nowadays there is a big trend of multimodality imaging and so
can be placed in a high magnetic field. PMT cannot be used in magnetic resonance because
the magnetic resonance deflects the path of the primary electrons. They deflect because the
path is millimeters or centimeters long, so the deflection by the Lorentz force is enormous. In
PD of course the same law applies, but what matters is that the travel distance is much smaller.
Of course, we have the deflection due to the magnetic field, but the path is of microns.

That’s the reason why in MRI systems only Si readout of scintillators are accepted.

Disadvantage vs PMT

- Lack of gain: the amplifier noise must be accounted, cannot be considered negligible as in the
PMT, so we need to design the amplifier carefully because its noise matters.

- The dark current, that is due to the thermal promotion of electron to the CB, is producing shot
noise. In PMT the electrons must be promoted over the vacuum level (and this was a problem),
but this implies that the dark current is negligible, because the probability that an electron is
promoted outside the vacuum level and is able to escape from the cathode is negligible. So
PMT has negligible dark current.

Quantum efficiency
quantum efficiency ey

The quantum efficiency of the PD is very good, especially in the high wavelength ranges where PMT
are dropping down the QE dramatically. We have on the left the QE of a Si PD compared to some
emission spectra of notable scintillators.

AVALANCHE PHOTODIODE (3)
It is a trial to combine the benefits of PMT and the PD (multiplication of PMT and quantum efficiency
of PD). The APD is very good because it has a very good quantum efficiency and multiplication.

In APD, the classical pn diode is a reversed pn junction; image 1: p electrode on the left and is assumed
to be the entering site for the light, and n electrode on the right. In addition we add a thin layer of p
doping close to the n side. This p doping, together with the n doping, creates a very highly doped pn
junction. If we have a highly doped pn junction we have a very high electrical field in the juntion.

On the bottom (2), we see the electric field across the device. In the internal region of the device we
have the classical electric field responsible for the separation of charges (moderate electrical field just
with the goal of separate charges), but on the right side we have the ‘multiplying region’ where we
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have a peak of electric field. All the charges entering in this region will make impact ionization, so
will be accelerated and after acceleration they will start to create ionization, electron-hole pairs.

ANNN~»>
-« —>

Avalanche regon

Drift region
Multiplying region

Figure 9.17 The reach-through configuration for an avalanche photodiode is sketched at the
top of the figure. Below is a plot of the resulting electric field when a bias voltage is applied

Mechanism

If I assume that the light is coming from the left, I will have the creation of electron-hole pairs on the
left with respect to the multiplication region. Holes will go to the left and won’t experience
multiplication, electrons will go to the right and so we will deal with electrons in the multiplication.
It could be also the opposite, but it is not the case of drawing 2.

Drawing 3 represents what happens. Take care, the image is inverted with respect to the 2, photon is
entering form the right.

If an electron is entering from the multiplication region, it is accelerated immediately, because the
electric field is enormous, is making an impact ionization and creating an electron hole pair. So now
I have two electrons, the starting one and the secondary one. They are accelerating and creating other
electron-hole pairs, and so I have multiplication of electrons.

Also holes, which were not existing before are accelerated and also doing impact ionization. Hence it
is an enormous multiplication.

At the end of the story, electron will exit from the left, holes from the right and so I will collect a
number M of charges, either on the right or on the left.

At the end of'the story, the n+ electrode that has been elected as the collecting one, where the amplifier
is placed, will collect the enormous number of electrons at the exit of the avalanche region. On this
electrode I get the electrons multiplied.

However, there is a problem, and the problem is the dark current; in the material I have spontaneous
generation of dark currents. So time to time I have the creation of electron-hole pairs and the electrons
also enter in the multiplication region. The shot noise of the dark current is already a problem because
it is a source of noise, and in addition it is multiplied.

Hence multiplication doesn’t properly elevate the signal against the noise, because the noise of the
amplifier can be neglected, but the shot noise of the dark current experiences the same multiplication.
- problem.
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Output signal

The output signal from the multiplication will be given by the primary electrons created in the material
multiplied by M. We can see that M labelled with ‘e’, so Me, means that the multiplication has been
initiated by one electron. Conversely, if the avalanche is initiated by one hole, the multiplication factor
will be different (and lower). This because holes ionize less than electrons. The fact that the initial hit
is made by a hole makes the whole consecutive avalanche lower.

output N = NM Ng: primary e- generated

signal sout s M(e_): multiplication coeff. for e-
variance _
of the output o2, = NgM(ey2 Fey Fe-): excess noise factor
signal (multiplication due to e-)

S/N = Neou/Tsout = \"‘I(Ns/F(e-)) worsened with rgspect to:
S/N = ~(N,)

F(E‘-) ~ 2'3

output noise . )
P this noise component also

spectral densi _
dﬂe to dark v = ZqIDM(E-)Z F(e-) worsens by a factor F(e_)
current (I,) (with respect to 2IpM )

Variance of the output signal

The output variance in multiplication is equal to the input variance that is Ns (due to Poisson statistic)
multiplied by the square of the multiplication.

Unfortunately, the formula Ns*M”2 is not rigorous because it doesn’t take into account that the
multiplication is a statistical phenomenon, and not a fixed parameter.

Hence we have a worsening factor in the formula, Fe, called excess noise factor, which takes into
account the spread of the multiplication.

This quantity comes from the fact that Fe is equal to the sigma square we have (the one we really
measure) with respect to the sigma square we expect, that is the number of photoelectrons time M2
(the one we expect if the multiplication would be deterministic).

If we flip this formula, the sigma at the output is the noise we would expect times F.

81. =
F: 0-’ — Q"q' :M‘)Lg,an
Neew H*

The F factor, that is a factor larger than 2, ideally should be one.

If we compute the SNR, we take the signal that is Ns*M; we take the sigma at the denominator just
calculated and the ratio is the one in the formula.

The SNR is we would expect for a deterministic multiplication is sqrt(Ns), if we include the worsening
due to the multiplication, we have sqrt(Ns/F), and since F>2, it is worse. This is the price to be paid
for multiplication.

The same formula applies for the PMT (the worsening factor is called differently from F).
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Contribution of the dark current

Moreover, not only the SNR has worsened, but the shot noise due to the dark current, where 2qld is
the initial shot noise in the drift region (not the multiplying region), is worsened by the multiplication,
because this noise current is also entering in the multiplication; it is worsened by the same factor F,
because 2qld is the variance, multiplied then for M2 and F.

This is a problem, because I'm multiplying the dark current, which is a problem in photodiodes.

There is a way to reduce the effect of the dark current. About the statistic of the signal, we cannot do
much, no way to reduce the variance of the output signal. Unfortunately, F at first approximation is
proportional to M - the more we increase M, the more we boost the multiplication to reduce the
effect of the amplifier noise (we consider multiplication to drop the noise of the amplifier indeed), the
more F increases.

Improvement of the shot noise contribution

The shot noise is a problem related to the fact that if we put the multiplication on the right side and
the light enters from the left, signal and dark current follow the same story, there is no way to split
them. We can split them if we consider a different geometry of the device (x), where the avalanche
region has been placed on the left.

When the multiplying region is on the right, we add a p implantation close to the n implantation,
whereas if we want to create it on the left, the polarity of the multiplication is n, we have to add ann
silicon.

d's.":f;'.::';:[,; ..P+ ch;:;—‘r‘i::-.; ,; *scintillation light absorbed within few
, X um from surface
he—>e he>e
" T dark 4 = c— +
. A III"| Pidak|t™ Reach-through APDs
[Ty | R eRER 4 P | (B I IEPEReT {-=
s “signal | A Y signan standard APD:
F " e collected signal:
- — electrons are multiplied (M,.)
Multiplying Multiplying
Region / Regon e dark current:
electrons are multiplied (M..)
E'“:‘ f:"" « SWS (short wavelength selective) APD:
e o collected signal:
Drift region gt o electrons are multiplied (M,.)

e dark current :

Gain slong dominated by electrons due to
o \ multiplication of holes (M,

(a) Standard RAPD (b) SWS RAPD Mh < Me— = better S/N
Fig. 1 Comparison of “standard” and SWS (in reality there is also the noise factor F which is
reach-through APD worse for holes)

SWS — Short Wavelength Selective

Besides the previous details, we still leave a shallow region close to p where the radiation can be
absorbed. We have to imagine that the device, called short wavelength selective, is designed for short
wavelength light, so close to the UV, that are absorbed more to the region of the device close to the
implantation, while long wavelength light is absorbed more internally.

If we consider a short wavelength and the n implantation is not placed really close to the contact, but
we have the p+ contact, then a region where we absorb photon and the n the n implantation, we have
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the multiplying region on the left, but not really close to the contact, we still have a region where we
absorb photons.

If photons are of short wavelengths, the signal is generated only in the green region of the image. This
region in green is on the left of the multiplying region, so are holes or electrons entering in the
multiplication region? Electrons. So the electrons are still entering to the left of the multiplication
region. So having moved the region is irrelevant for what concerns the signal, because it is entering in
the region from the left anyway.

What is different is the dark current, because now most of the dark current is generated on the right of
the multiplication region, not on the left as before. So now are holes and not electrons entering in the
multiplication region.
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In the previous configuration, the multiplying region is totally on the left. Hence for the signal we have
electrons that are multiplied. For what concerns the dark current it is the same, the electrons of the
dark current are entering the multiplication region.

Now the device is different; we have a thin layer of generation of the signal, because we have short
wavelengths, so electrons/holes pairs are generated at few microns from the surface; then we have the
multiplication region and the question is: which is entering in the multiplication region? For the signal
are still electrons entering in the multiplication region.

As for the dark current, I can consider it in the volume of the device, so generated on the right of the
multiplication region. So now dark current electrons are collected without entering in the region, while
holes are entering - now the signal electrons are multiplied, for the dark current holes.

We may have dark current in the small piece of volume on the left of the multiplication. In this case
that small amount of dark current experiences the multiplication as before. But, overall, the largest
contribution of the dark current is created in the rest of the volume, not in the thin layer.

We have done this configuration because the multiplication factor when it is an electron entering in
the multiplication region is larger than the multiplication factor when it is a hole entering in the
multiplication region. So if an electron is starting the multiplication, the number of secondary charges
will be larger than in the case of holes, because holes have lower ionization properties than electrons,
they are more lazy to be accelerated and impact in other charges.

Knowing this property (that is that avalanche is more trigger by electrons than holes), having split the
story of electrons and holes, electrons experience the multiplication factor of the electrons, which is
good, because for the signal I'm glad that I can use the large multiplication; as for the dark current, I
have to compute its multiplication considering the multiplication factor for the holes, that is lower.
The hope is that at the end of the story, the SNR will be better than in the previous case, because signal
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and dark current don’t experience anymore the same multiplication factor (that previously was given
only by electrons).

Computations of the SNR
Conventional Reach-through APD
NSout = NSM(e-)

GZI dark: Variance

o2 =2 M, 2F associated to the shot noise
I dark out Tdark(e-) (&) " (o) of the dark current (2qI,)

S/Ngark = Ng /(o7 dark(e-)\‘jF(e-))

Reach-through SWS APD

Nsoue = NsM(e-)
C721 dark out = GZI dark(h)M(h)z F(h)
[ M ~ >M h
S/Naark = NsXM(ey/Miny /(1 dariny VFy) F L F( )
(h) (e)

it is higher than the previous thanks to M(e-)/M(h)

Conventional reach through APD

Let’s consider the SNR for the two devices. As for the conventional one (the one on the left), it is given
by the number of charges Ns per the multiplication factor Me.

The sigma square of the dark current is the one of the dark current originated in the body multiplied
by M”2 and F. ‘Sigma-square-Idark’ is the shot noise (that is a noise spectral density) integrated over
the bandwidth of the amplifier. So the noise spectral density doesn’t give us directly the sigma of the
noise, we have to integrate all over the bandwidth of the amplifier. The important thing is that, at the
end of the calculation, whatever is the bandwidth of the amplifier, I call Sigma-square-Idark the
fluctuation due to the dark current. This fluctuation is then multiplied by M”2 and F.

If we take the signal Nsout and we divide it by the sigma of the noise, again M cancels out because
they are identical. The one obtained is the SNR between signal and dark current.

Reach through SWS APD

The signal is still given as in the conventional APD, but the formula for the dark current, its sigma
square, is different. It is given by the sigma square of the original dark current (same as before), but
this value must be multiplied by an Mh factor, that is the multiplication factor if a hole is entering in
the multiplication region.

Then we have also a different F, Fh, because it Mh is different, also the statistic of the multiplication
is different.

If we compute the SNR now, in the computation the M doesn’t cancel out. And moreover, the Me/Mh
ratio is larger than 1, because Me>Mh. - beneficial factor.

We simply have to take into account that the excess noise factor F is the one due to holes now at the
denominator, and unfortunately, Fh>Fe.

In conclusion, due to the fact that Me>Mh we have a benefit, but in reality this advantage is a little
bit reduced because Fh>Fe.

254



Last details

This configuration of the APD has been done to reduce the impact of the dark current. But the
absorption layer for the signal is limited (the mechanism works only for short wavelengths, otherwise
also for the signal the avalanche would be triggered by holes).

But if the signal is absorbed so close to the surface, why not just reducing the thickness of the device?
I could make it very short, so to have a volume of dark current much smaller, and solve the problem
of the dark current.

The reason why this is not done is because if a very shallow pn junction is made (with just the
multiplication in between), the capacitance of the junction would be very large > if the depletion
region is very small, the depletion capacitance is very large, while if I make a pn junction very wide,
the capacitance between the two terminals is very small.

We will see later in the course that the capacitance of the readout electrode has a fundamental
importance for the electronic noise. The larger the capacitance of the electrode where we collect the
charges, the much larger is the noise.

PMT SIGNAL READOUT

i(t) is the current at output of the photodiode. The reasoning is done over the PMT, but the same
applies for the avalanche photodiode or the photodiode.

Whatever is the readout, the current at the output electrode is sent to a parallel of a
capacitor and a resistor. It could be that we connect directly the current to the parallel —
of a resistor and a capacitor or alternatively we can use the solution of a charge —
preamplifier, so we connect the exit node to a virtual ground and the current is
integrated in the parallel of a capacitor and a resistor.

The current is read out into a parallel of a resistor and a capacitor. Which is the optimal tau of this
network?

ollection

PMT signal readout A=1/1,

T,: scintillator time constant

electron c

Rate of

Time

—
'ﬁ \' A Vit
! Case 1 — Large time constant

Pros:
\ + Largest amplitude
Cons:

R C Vit / 5 i
§ B << A /1"\"“\__;‘ Long pulse duration
N e-Bt B ™
Y =

Case 2 — Small time constant

Pros:
¢ Short pulse duration

V(t) = 1/0-0) 22 (e - &)

Cons:
(1— E’et) » Lower amplitude (<Q/C)

Time
B = 1/ RC Figure 9.19 For the assumed exponential light pulse shown at the
top, plots are given of the anode pulse V() for the two extremes of
large and small anode time constant. The duration of the pulse is
shorter for Case 2, but the maximum amplitude is much smaller
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If we consider the resistor very large, in principle infinite, all the current will integrate over the C and
we will have a step. On the contrary, is R is small, while we are integrating the current on the C, the
charge is simultaneously discharged through the RC network.

We need to take the shape of the current and then we make a convolution with the RC network.
Which is the shape of i(t), the current exiting the photodetector?

Since we are discussing scintillator photodetectors, the shape of i(t), if we assume an extremely fast
photodetector, so the photodetector is not relevant in terms of signal generation (the collection
properties of the signal and the travelling time of the signal in the photodetector are zero), who is
dominating the time response of the signal? The scintillator.

Hence the signal is assumed to be exponential, and the tau of the exponential is the scintillator’s
time constant (tabulated). Tau-s is the scintillator response, lambda its reverse.

Q is the integral of the current pulse (total charge delivered by the photodetector). So the first plot is
the shape of the input current.

Then we make a convolution of this signal with the time response of the RC network and V(t) is the
output of the network, our measurement.

We can see that the output is the combination of two exponential factors; one is associated to the tau
of the scintillator, one is characterized by theta, that is 1/tau-RC.

Plots 2 and 3 are the two extreme cases of the output voltage.

- Plot 2 (theta << lambda): the tau of the RC network is much larger than the one of the
scintillator (like if the resistor was infinite), or on the contrary theta factor is much smaller
than lambda factor. In this case we can simply conclude that the peak value of the signal is the
charge divided by the capacitance. In fact, if the resistor is very large, the total charge will
integrate over the capacitor C. The peak value is Q/C.

There is a rise time and rise time of the function is dominated by the scintillator time constant.
The rise time has the ‘shape’ of the scintillator response; so the faster the scintillator, the steeper
the response, but the peak is anyway Q/C.

The fall time of the pulse is dominate by the RC network; the exponential decay is dominated
by theta, so by the time constant of the circuit.

In this case the advantage is that this readout modality provides the largest possible amplitude,
that is Q/C, we can’t do better. The cons is that the pulse takes a lot of tie mot be extinguished,
and this is not good because of pile up - tails of pulses may pile up one over the other.

- Plot 3 (theta >> lambda): the alternative is making the RC network much faster than the
scintillator time constant (small R). If R is small, the resistor is going to draw charge while the
current is integrating over the capacitor. By looking at the graph, we can imagine that with
this modality I cannot reach the same peak as before, because the charge will never be fully
integrated on the capacitor = the peak is no more Q/C, but lower. The advantage of this
solution is that the rise time is now dominated by the RC network, and the fall time by the
scintillator; hence the faster the scintillator, the shorter the pulse we get. The choice of the
scintillator has a direct impact in the duration of the pulse.

In this case the pro is that the pulse is much shorter than before and so we can avoid pile up
effect, while the cons is that the amplitude is lower.
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In the dimensioning of the RC network we hence have to decide if we privilege speed, a narrow pulse
or amplitude (integrate as much as we can the charge).

COMPARISON BETWEEN DIFFERENT SCINTILLATION PHOTODETECTORS
e gain

« reliable/mature fabrication and several available topologies

* low quantum efficiency 30%

s costs, size

« high bias voltage, sensitivity to magnetic fields

PMT

* high quantum efficiency 80%
PD o small size, low bias voltage, low cost
« fabrication of arrays of uniform units
« lack of gain (amplifier noise plays a role)

e gain

« high quantum efficiency

e small size

e gain fluctuation, high bias voltage

« difficulty to fabricate arrays of uniform units

APD

Comparison: the fluctuation of the produced signal

conversion multiplication
generation of photons (S/N)1] of primary
of photons in primary carriers
in the scintillator carriers (QE (if any)
(S/N),
Poisson reduction
fluctuation a;ntlp:hflc_atlorl\
in the multiplication or the signa —
(addition of
process electronics noise) (5/N)s

addition of electronics noise 4I

Let’s consider just the SNR. The two main sources of noise are the intrinsic fluctuation of the signal
itself, because starting from the scintillator, the scintillator produces a different number of photons for
the same energy, and then I have the electronic noise.

Multiplication reduces the impact of the electronic noise, but on the other size it worsens the statistic
of the signal. How to combine this in a single formula?

The SNR has changed along different steps. At the beginning, the scintillator is producing photons,
that are delivered with a Poisson statistic (statistic that describes very well a scintillator). Hence the
variance of the emitted photons is equal to the average number of photons.

Then I have the quantum efficiency of the photodetector; in fact, not all the scintillation photons are
converted in photoelectrons, but a lower number depending on the quantum efficiency. The statistical
model that describes the SNR after the conversion, if we take a Poisson statistic followed by a quantum
efficiency (whose exit is 1 or 0, converted or not converted photon), is still Poisson statistic. Hence a
Poisson statistic at the scintillator followed by a quantum efficiency (that is also a statistical
phenomenon), then we have still a Poisson statistic.

The statistic is hence still Poisson, but with a worse SNR, because the number of photoelectrons is
smaller than the number of photons.

257



The SNR is given by the square root of the number of the carriers. The first number of carriers is N,
the number of scintillation photons, while in the second case is the number of photoelectrons, that is
smaller due to quantum efficiency.
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Scintillator produces a number of scintillation photons Ns, and SNR is SNR = sqrt(Ns).

After the conversion I will have the number of photoelectrons, Nphs, given by Nphs = Ns*QE, where
QE is the quantum efficiency and Nphs<Ns.

Since we still have a Poisson, SNR = sqrt(Nphs), that is worse because Nphs<Ns.

We are just at the level of the photocathode of the PMT or in the region prior to the multiplication
(SNR1) > the next step is the multiplication. Also the multiplication changes the SNR (SNR2),
because of the worsening due to multiplication, and in the end we have also the amplifier noise that
changes the SNR. We need to find the SNR after the signal has passed the amplifier (SNR23).

Before doing so, we need to quote the noise of the amplifier with a definition which is consistent with
all the other statistical definitions, which are defined by the sigma-square, the variance of the
fluctuation of the signal.

Amplifier electronic noise: the Equivalent Noise Charge (ENC)

The amplifier noise, which is usually defined as noise spectral densities, equivalent noise generators,
is not homogeneous with the theory of the previous steps, because it was based on sigma-squares of
the signals, fluctuations of the signals.

I need to explain the noise of the system in an equivalent fluctuation of the signal, and this can be
done with the definition of the noise as the ENC. It is an equivalent fluctuation of the signal due to
the noise of the amplifier.

{ Vout - Q

[
1 —_
‘h\!h"m\‘ N‘N‘hl\. l noise rms

T

Q=ENC = S/N=1

Ly
“ f

ENC: the charge to be provided by the detector to produce a
S/N at the output of the system equal to 1

We have a detector (x), the detector is providing a charge Q that passes through the electronics and
produces a pulse. The amplitude of the pulse is corresponding to the charge delivered by the detector,
so the larger the charge the larger the voltage.
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Now, the amplifier is noisy. This means that if we don’t provide charge to it, at the output of the
amplifier we still see a statistical fluctuation that is due to the various noise generators inside the
amplifier. So we don’t have any variation but we see the noise.

To quote such noise at the output, we quote it as the rms. But, if we have the calculation for a charge
Q that is converted in a voltage Vout and now we have the quote in voltage of the noise, we can define
an equivalent charge at the input that provides a pulse matching the noise value, so matching the SNR
=1.
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We have the amplifier, the amplifier is noisy and now we simply want to find the charge Q that,
delivered to the system, provided a pulse with the amplitude equal to the rms of the noise? This means
a SNR =1 at the output.

This charge Q assumes an important role and it is called equivalent noise charge. It is the charge,
expressed in Coulomb or number of electrons, that provides at the output a voltage equal to the noise.
Hence the ENC has now the statistical meaning of a sigma, because it is a charge, a signal, matching
the sigma of the noise at the output. So it is the statistical variable I was looking for, because in all my
SNR considerations the noise is always expressed as sigma.

In the end, the total sigma of the fluctuation will be the total sigma due to the signal plus the total
sigma due to the amplifier. In fact, electronic noise and fluctuation of the signal are statistically
independent processes.

Indeed, the Poisson fluctuation of the scintillator has nothing related to the thermal noise of the input
transistors of the amplifier; scintillator fluctuates by its own and amplifier is noisy by its own > we
can sum the statistical fluctuations as a sum of variances.

NB: ENC has a relevant physical meaning. It tells us in one single number the noise of the amplifier
expressed either in Coulomb [C] or in number of electrons [ne-] (the number of electrons is the noise
n [C] divided by the charge of the electron).

This is important because if we know that my electronics, my noisy electronics, has an equivalent
noise charge of 10 e- rms, it practically means that, if I have a detector delivering 10 e-, the pulse will
be basically not distinguishable from the noise.

Hence we know that this electronics can see pulses only if > 5*c of the noise. So ENC tells us how
much noisy is the amplifier we have.
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Conclusions

N, : primary carriers generated after

V( N,) photodetection
(note: Poisson statistics is applied where the
signal is smaller)

(S/N),

\/(N JF) F : worsening factor of the statistics of carriers
due to the multiplication
(e.g. noise factor in APD)

(S/N),

N, M N,
V(N,M2F + ENC2) V(N,F + ENCZ/M?2)

(S/N)s

SNR3 is after amplification. As for the signal in this formula, I'm considering the general case of a
multiplying photodetector, so Ns*M. Then, if we consider a photodiode, we put M = 1 in the formula.
At the denominator we have the sigma of the noise; the sigma of the noise is the square root of the
sum of all the variances of the processes involved.

The two variances summed are one associated to the fluctuation of the signal, that obeys to the Poisson
statistic (Ns is the signal in electrons at the output of the photodetector) and is the variance of the
signal after the process of multiplication, the other is the ENC. ENC is squared because ENC is a
sigma, and if I'm looking for I variance I have to square it.

Marked in red we can see pros and cons of multiplication. Pros are that the multiplication is at the
denominator of the electronic noise. However, the con of the multiplication is the excess noise factor
F in the other term. In the classical photodiode F = 1, but in an avalanche photodiode or in a PMT it
is larger than 1.

So in conclusion, should I multiply or not?
N, 1
V(NF+ ENCY/M2)  (Fx1/N, + ENCZ/M2x 1/N.2)

(S/N); =

1) photodetectors with multiplication improves the component related to
electronics noise but worsens the ‘statistics’ component

2) ‘electronics” component dominates for low signals with respect to
‘statistics’ component as 1/N.? increases faster than1/N, when Ng
decreases (= for low signals PMT/APD better than PD)

3) comparison of APD with PMT:

a) APD may have a better 'statistics’ component because of the higher

number of primary carried generated I\, because of the better QE

b) it is necessary to compare the multiplication statistics for them (usually
better for PMT)

¢) PMT has M much larger than APD. Moreover ENC? includes the
component due to the dark current , which is multiplied by M2 and
therefore is not reduced by the multiplication. This component is
usually larger in APDs

If I multiply, I reduce one contribution but increase the other. To draw conclusion, I normalize the
formula by Ns.
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I have that the contribution due to the statistic of the signal goes as 1/Ns, whereas the one due to the
electronic noise goes as 1/Ns”2. This makes a difference.

I have also the factor in green that is the behaviour of the two contribution with respect to the amount
of the signal. The term with 1/Ns”2 increases as Ns becomes small.
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These are the plots of the two contributions in a log scale.

We can see that the contribution proportional to 1/Ns”2, that is the one associated to the electronic
noise, is getting dominant for small Ns, and is becoming negligible for large Ns.

Hence the conclusion is that multiplying or not is not an absolute decision, but if we have a very weak
signal (e.g. very weak scintillator, the signal made out of few electrons) we are in the region where the
electronic noise component is going to be dominant (small Ns) and in this case is better to use a PMT,
so multiplication, because since the electronic noise is dominant, we have to reduce it as much as
possible. Moreover, in this case we don’t care about the other contribution to noise and the excess
noise factor.

Yeo Mf(

On the contrary, if we have an application with an enormous signal, the electronic noise itself is
negligible, while the intrinsic contribution of the signal is going to be dominant and having a large
excess noise factor is not good, because it is worsening the dominant component. In this situation
with large signal better not to use a photodetector with multiplication, because the excess noise
factor F can worsen the statistic.

As usual, the reality is in between these two situations.

If we then draw the conclusion that we need a multiplying photodetector, now we have a choice: PMT
or avalanche photodiode.

To choose, we have to consider that APD has a better quantum efficiency, so 1/Ns”2 is better in the
APD, because in APD for the same scintillator we have a larger number of photons.

On the contrary, PMT has a much larger M than APD. Moreover, usually the fluctuation (the statistic)
of the PMT gain is lower than the statistic of the APD gain.
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GAMMA CAMERAS FOR SPECT AND PET
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This is the architecture of an Anger camera. It is used for scintigraphy or SPECT, but nowadays there
is a trend of using more and more the Anger camera topology also or PET.

The concept is to have a unique scintillator, a homogeneous monolithic scintillator. The collimator is
an external component with respect to the camera and is selecting only those gamma rays that are
passing through the collimator’s slabs. If one gamma ray survives the collimator, it interacts in the
monolithic scintillator and produces a flash of photons that are spread over several photodetectors,
that in the example of the image are PMT.

The principle of the AnC (Anger camera) is that there is an algorithm which, from the light measured
on different photodetectors, through some centroids’ algorithms, reconstruct the position of the
gamma ray.

The advantage is that we can use pretty large PMT or photodiode and thanks to the center of mass
reconstruction we can have a spatial resolution that is much better than the dimension of the pixels
we are using. This is advantageous because we can use larger channel and so a smaller number of
photodetectors to be read out.

Rule of thumb: the gain factor in terms of resolution vs dimension of the photodetector (the resolution
we get is better than the pitch between photodetectors) is of 1/10, so the resolution can be 1/10 of the
pitch between pixels. If we have pixels of lcm we can target a spatial resolution at the mm level.

If we would like to have a Imm resolution with a pixelated camera instead, we can only use mm
pixels, because the resolution in that case is equal to the pitch of the pixels.

So in AnC we can use a photodetector 10 times larger than the resolution we are targeting.

If a factor of 10 is the gain factor in terms of pixel dimension, in terms of number of channels the gain
factor is 102, 100, because if we increase by 10 the pitch of the detector linearly, if we have to sample
a surface there is a gain factor that is the square of the linear increase = potentially in an AnC we can
use 100 less amplifiers.
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The AnC is based on the principle that the light is spread over several photodetectors. If unfortunately
the light would be collected by a single photodetector, this would be dramatic, because in this case the
spatial resolution would be the pitch of the photodetector.

So in order to be sure that the light is spread all over the photodetector, in an AnC, very often, between
the scintillator and the photodetector layer, there is a window of glass or quartz which is devoted to
artificially spread the light further.

So if we are afraid that the light spread out of the scintillator is not sufficient, we use an interposed
transparent material with an index of refraction lower than the one of the scintillator, the light is not
focusing on one single point.

Moreover, to have the highest simplicity as possible, not only we have to have a lower number of
photodetectors, but in some cases we can create some Anger positioning network, so the
reconstruction of the center of mass, via hardware.

Hence in principle we can have only 4 outputs, two for X and two for Y. Of course, simplicity is not
always compatible with precision.

THE COLLIMATOR
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The collimator has to select only those gamma rays passing through the slabs of the collimator.

The gamma ray passes through the holes of the collimator, then the position of interaction in the
scintillator is reconstructed and so once we have the position of reconstruction and we know the
position of the collimator, we can backtrace the direction of arrival of gamma ray.

Of course, the geometry of the slabs of the collimator is not always parallel, we may have diverging
slabs. However, the goal is always to have a mechanical mean to allow the backtrace into the patient
volume what is sensed by the sensor.

Parallel holes collimator

There is a dependency of the resolution on the dimensions. A collimator with a non-zero hole don’t
let just the fully parallel gamma ray to pass through, but also the gamma rays that are a bit tilted with
respect to the collimator walls.
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In the image on the left, the two gamma rays, one coming from the right and one coming from the left
are both passing through the collimator. The tilting allowed depends on the collimator’s walls.

R is the resolution, the resolving capability. Two points separated by R are all providing a signal
passing through the hole of the collimator. So the discrimination capability of the hole of the
collimator is given by R.

Of course, this discrimination capability R is primarily associated to the hole dimension (the smaller
the hole, the higher the resolution), then there is a dependency with the slab length (the longer the
slab, less tilted are gamma rays passing through the same hole, and then there is also a dependency
with z, that is not depending on the collimator itself, but it is the distance between the collimator and
the patient.

Hence the resolution is not an absolute number, but it varies depending on where you place the
collimator with respect to the organ to be imaged. The higher the distance, the worse the resolution.
That’s the reason why the best scintigraphy is achieved when the gamma camera is placed close to
the organ.

Spatial resolution
Rg is the geometrical resolution of the collimator.

RG . geometric resolution

Rt = Rg? + R? R; : intrinsic resolution of the
detector
d(L+2) } | l 1
Ry =——— J
L
Sensitivity (efficiency) : ] e
S =k ¢ note: for d—0
L(d+1t) Rz >0 butalso S0
= resolution «— sensitivity

k : costant dependent on the
detector geometry

Of course, the geometrical resolution Rg is only one aspect of the collimator, it second aspect is its
efficiency (or sensitivity).

Indeed, the question is: how many gamma rays do I have to sacrifice in order to have a given
resolution?

The answer to the question is the efficiency, that is the percentage of gamma rays that are passing
through the collimator. Unfortunately, a collimator designed for high resolution doesn’t provide
high sensitivity.

Intrinsic resolution of the detector

Another trade-off in the choice of the collimator is that the imaging resolution is not determined only
by the collimator, but also by the resolution of the AnC in reconstructing the position of interaction.
So the collimator provides one contribution to the resolution, but then the camera has to provide the
precision in reconstructing the point of interaction.

264



The resolution in reconstructing the point of interaction in the scintillator is called intrinsic resolution
of the detector.

In conclusion, we have 2 ‘resolutions’:

- A mechanical one due to the collimator geometry

- A physical one in the scintillator in reconstructing the position of interaction.
The two phenomena are statistically independent and so the total resolution of the imaging detector
is the sum of the two contributions.

Also here we have to take some decisions. Does it make sense to use a collimator with I mm resolution
if the AnC has 10mm intrinsic resolution? No. hence in choosing the collimator we have to look also
at the other parameter.

The same applies when designing an Anger camera. If the collimator has a resolution of 10mm, no
sense to design a camera with an intrinsic resolution much lower.

TECHNIQUES FOR THE RECONSTRUCTION OF THE POSITION OF
INTERACTION

THE CENTROID METHOD (CENTER OF MASS)
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Example of signals collected by the
: 0 units of a photodetector array
20 1o Sy m following the absorption of a y—ray.

We want to reconstruct the center of gravity (or the position of interaction) starting from the signals
of the photodetectors.

Let’s suppose we have a scintillator read out by an array of photodetectors (PD, PMT or APD). The
hexagonal shape is an adopted geometry because the best way to make a two dimensional sampling
of a cloud is to use an hexagonal form, because it is the most homogeneous in the two dimensions.

We could also use squares, but if we have to make a 2D sampling, hexagons provide a more uniform
sampling.
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On the z axis we have the light expressed in terms of number of photoelectrons collected by the various
photodetector, and it corresponds to a gamma ray interaction in the red point.

The simplest reconstruction algorithm is the centroid algorithm, shown on the right.

We make a weighted sum of the coordinates of the photodetector, where the weights are the signals
collected by the photoelectrons. For instance, the coordinate of interaction X is given by the weighted
sum of the coordinates xi of each photodetector where each coordinate is weighted more or less
depending if the photodetector got more or less electrons. Then the sum is normalized by the total
signal, that is the total number of electrons.

Since it is a weighted sum, the photodetector dominates more the sum the more electrons they get.
But at the same time a big limitation of the method. In fact, the gamma camera is not an infinite plane,
at a given point there is a boundary.
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Missing contributions in the weighted sum due to border effects and
damaged units may result in biased and distorded result of the recontruction

What we see in the plot is the reconstruction of a gamma ray falling close to the boundary of the Anger
camera. The boundary means that we have photodetector close to the edge, but then there is still (in
the gray region) a region of cloud of light that is sampled by nobody.

Hence this light has lost the opportunity to be represented in the formula, because in the formula only
the existing photodetectors are present. The number of photoelectrons that are falling outside has no
representation, no weight in the formula.

So the result of the formula is pushed more towards the photodetector that has received the light.

This means that if we have, for instance, a true point p, so we assume the gamma ray arriving in point
p, in the reconstruction, the reconstructed coordinate won’t be corresponding to p, but to p’, that is a
more squeezed point, a biased point. This because the weighted sum has weighted more the internal
photodetectors and not the external ones (that however are not existing). = boundaries are very badly
reconstructed.

The second problem is that time to time, it may happen that a photodetector is broken. Hence the
PMT may be broken and not taking any signal. Substitution may be done but it is costly.
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The broken photodetector is however now missing in the formula, the light that it takes is not
represented in the formula.

If so, the result will be more favorable with respect to the other working photodetectors. This means
that the result of the formula will be biased toward the non-broken photodetectors - gamma ray
position will be reconstructed as shifted.

If in a pixelated camera having a broken photodetector leads to the complete missing of the
information, in the AnC this is in principle recoverable. In fact, even if we miss the signal provided by
one pixel, there are the other pixels that collect the light > the information is not completely lost.

It is indeed dramatic if we use the formula of the centroid with the weighted sum, because we are
missing an important contribution in the sum and so the result of the weighted sum will be more
pushed toward the other photodetectors that are contributing to the sum - distortion of the image.

THE MAXIMAL LIKELIHOOD
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Construction of an ‘estimator”: the reconstructed interaction point (X,Y,2)
is the one which maximizes the probability for the estimation to
correspond to the measurements (best estimate)

More sophisticated technique. It is a statistical reconstruction technique based on maximal likelihood;
it is used to reconstruct the position of interaction starting from the measurement on the photodetector.

The maximum likelihood (ML) is based on building an estimator. We have our measuring system
that starts from the coordinates of the source of interaction, represented by theta (set of x, y and z
interaction of the gamma ray in the crystal), and then the system provides us u, that is a set of
photodetector signals.

Building an estimator means building a function which takes as input the measurement and provides
as an output an estimation of the coordinates. It is a function built out of probability, a function of
theta.

Determining the position of interaction means, once we have such estimator, finding the set of theta,
SO X, Y, z, that maximize this function.

So the coordinates are not found as an analytical output like in the center of mass, but we create a
function which expresses the probability that the measurement corresponds to a given set of
coordinates and, since this function is constructed above probability, the set of coordinates will be the
one that maximize the probability that we indeed get the measurement.
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Modeling of the detector
First of all, we need to create a model of the photodetector. This is one difference with the centroid
method, because the centroid is just an analytical formula, is ignoring the structure of the detector.

The difficulty in this technique is to build a reliable model of the detector. A model of the detector is
shown in the image below.

number of e- collected by
[ n(xyz) theunit/, calculated as

function of the position
o(x,y.2)

m. humber of e- measured
by the unit 7

conditional probability
nxy.z) exp(-n(xyz))  (Poisson) to obtain m,

Py(m;, n,(x.y.2)) = o ! supposing the average
number of electrons equal
to n(x.v.z):

joint probability for ™

= P X.Y.
all units: Pra l;l im, 1 (x.%.2))
‘ The best estimation of O(x,y,z) : #,(x.y.z) which maximizes P, ‘

We have a physical model of the detector; the detector is the monolithic scintillator (yellow) and the
photodetectors are the red ones.

We need to have a look up table where the output is the number of photoelectrons ni collected by each
photodetector ‘i’ as a function of the position of interaction O. O is unknown, its coordinates are
unknown. But supposing that in the model we have a position X, y, z, we are able to calculate or
simulate or measure the amount of electrons ni, that depends on x, y and z.

The model can be build using very simple assumption. The simplest way is to use the formula of the
solid angle. For instance, we can calculate ni with a solid angle coverage in green.

Finally, we may also use measurements; we take a source of gamma ray, we scan experimentally point
by point the crystal and we record the measurement.

So, let’s suppose now that the model has been done; now I have the task to reconstruct the position of
interaction given a set of measurement mi - we have a vector of numbers corresponding to the
photodetector response.

NB: ni are function of x, y, z, measurements mi are numbers. So ni is the variable, mi a number.

The next step is starting to build a conditional probability; it is the probability to have measured mi
supposing that the signal in the pixels is ni in average. So I focus on a single pixel (e.g. pixel 3), pixel
n°® 3 has measured 140 electrons (mi), so I build a model, a function, that is the probability that for a
given average signal ni, which is the probability to have measured mi, that is 140?

This probability can be described by the Poisson probability.

In principle, I could stop here, because I already have built an estimator for a single pixel. Now we

need to find the maximum of this function. The maximum is when ni = mi.
If I have measured 140 electrons, the highest probability is when also the average value is 140.
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Now if in my model I associate to one pixel the value (e.g. 140 in the example), I can backtrace that
the position of interaction is at a given coordinate, because there are only few coordinates O that can
provide 140 electrons.

However, I don’t stop here because it is a measurement, and the measurement is affected by statistical
error, and it is a little bit brutal to assume that the answer to the problem is exactly equal to the
measurement, because the measurement may be wrong. > stopping to just one or two pixel is too
brutal.

Joint probability
What we can do more is to build a joint probability. It is the product of the conditional probabilities
above, so it is a product extended to all pixels. Not just the probability of one pixel, but the probability
of one pixel joint with the probability of all the other pixels of the camera.
Maximizing this function is much stronger, because the coordinate we will find (x,y,z) will be the one
which will not just maximize the probability of just one single pixel, but will be the one that overall
maximizes the probability of all pixels.

Nrtot
The function is the following: P = | | Pims 7,(x.v.2))

i=1
The method is simply the maximization of this function that we have constructed and that is a function
of x, y and z. We will find the coordinates x, y and z, which will be the one that provides the solution
that maximizes the probability that the measurement we have measured with the photodetector are
the good one.

Of course, the result we find may not maximize the individual probability, but maximizes the product
of the probabilities.

Example
In this example I have a gamma ray interaction at the center of the camera, made out of hexagonal
pixels. In the RGB image on the right we have the distribution of the mi in the different pixels.

Example of the function of maximum likelyhood corresponding to a
measured event

Max ML

y-ray
interaction
point

e o s
S yimm

Distribution of signals in
the photodetector array

I build a model, the condition al probability for each individual hexagon and finally I build a function
as a product (joint probability). The function we get is the one in the central image.
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It has an absolute maximum. So I take as coordinates the maximum of the function.

What are the holes in the function? What are those local minima? (Centers of neighbour pixels)
These holes are unlikely positions, positions which don’t correspond to the irradiation. Where are
geometrically placed these holes?

In the following image there is the comparison between the two techniques. The one with likelihood
underlines the presence of a set of irradiation points, separated by 1mm. With centroids I cannot
distinguish the points and the image is compressed toward the center. With maximum likelihood the
points are well resolved and especially we can reconstruct points at the boundaries which are not
compressed.

“ reconstruction with centroid

recostruction with
maximum likelyhood

Hence this very last method solves the problem of boundaries and broken units because each detector
is playing a role in the formula and the formula is not just an ‘algebric domination of the sum’ like in
the centroid method, but it sis just a probability. So each detector is simply playing a role we are
looking to the signal in this photodetector, the average signal that is closes to the measurement. So we
can even exclude detectors in the formula. Simply, we are not adding information in the formula, but
the estimator can be conceptually build by reducing the subset of photodetector where we expect the
signal that they measure is consistent with the irradiation corresponding to a given point of irradiation.

Hence there is no reason that in this method that we have a bias if we have a missing detector. We
can even exclude the detector in the center. We simply take a joint probability using the light taken by
the other photodetectors.

This difference tells us that is not mandatory to use all the photodetectors in the formula, because the
formula itself is much complicated and the more photodetectors we add in the formula, the more
complicated is the maximization. = we can consider in the formula only those detectors which have
a signal that is relevant. The other detectors at the boundaries may only provide noise.

Usually, what is done is finding the detector with the largest signal and we include in the formula only
the cluster of neighbours.
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THE NEURAL NETWORK (NN)

synaptic
weights

photodetector .
signals +  coordinates
£ of the
® interaction
points

3 "

i \ neurons -/

1 *@\oﬁ 1

e B i
E lﬁ'—_z_]\? { f[zwlj-ij} ’_,l -
-3 \ ; =]

b —»0—@/ "

NN are a model, but differently form maximum likelihood, that is a conscious model because it is a
model where we introduce the physical knowledge of the system, a NN is a mathematical model where
at the beginning we have connections between neurons that are not totally knowledgeable.

A neural network is a net where we have some inputs, and in our case the inputs are the photodetectors
signals, so the mi. The output of the network are the three coordinates of the interaction. In between
we have weighting and sum, which means that each photodetector signals are weighted and then
finally they are summed. Then the result of the sum is passing through a nonlinear function, typically
a sigmoid.

So in the first layer we take the measurement, we multiply by some coefficients, we sum the results,
we pass the results through a nonlinear function and we are now in the second layer (green nodes).
Each of the green nodes are a result of multiplication and sum of the set of input signals, and we have
several nodes because we have several way in which we can weight the signal.

Then we repeat the procedure for all the layers, with new weights and nonlinear functions.

At the end we have the output coordinates. Of course, at the beginning the network is completely
unconscious, the result are not calibrated - we need to do a training of the network.

The training of the network is a very extensive and time consuming procedure where we need to shape
the network, which means providing reasonable values for the weights.

Training phase

We take a set of data, measurements on the detector, corresponding to known irradiation positions.
Again, the data can be built by simulator, so we take the simulator and we make the scan of an
hypothetical source inside the simulator and we record the measurement, or we can do it
experimentally, so we scan with a focused beam the detector and we record the measurement.

So we provide in input to the NN the signal associated to events, the first output of the network will
be completely wrong and so we will compare this crazy output with the true coordinates and we adjust
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the weights. The procedure is repeated until the output matches the true coordinates, with several
irradiations.

coordinates
of the event

Target

signals
associated
to the events Neural Network

—p| including connections

(called weights)

Compare

Input between neurons Output
Adjust
weights
Pros:
NN: « Very suitable for FPGA implementation (multiplications and sums)

Cons:
« Very long training phase

Advantages and disadvantages

Maximal likelihood is pretty, but for real time application is very heavy, because if we want to use a
FPGA, in that case the FPGA needs to do a very nasty maximization of the function in the case of
the anger camera, it is quite though to reconstruct events real time.

NN have a huge training phase (hours) but once we have the network ready, the real reconstruction
is just a set of product and sum, and product and sum are things that modern FPGA does in few clock
cycles.

So machine learning techniques are very popular because they are very compatible with FPGA and
graphic cards.

Application of NN: reconstruction of Compton events

These are more complicated interactions. It is nasty to be reconstructed, because if I have for instance
two interactions in the crystal, like in the image, in the photodetector we have two simultaneous
flashes of light that can be either well separated like in the image or superposed.

This are impossible to be reconstructed with maximum likelihood, because our model should be so
sophisticated that should foreseen all the possible combinations of interactions, and this is impossible.
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In principle, in NN nothing is impossible, because we train the network to let the network now that
also multiple interactions are possible.

In principle, we could reconstruct also very sophisticated interactions and not just very simplified
models of interactions.

IMPACT OF THE PHOTODETECTOR/AMPLIFIER ELECTRONICS NOISE ON THE
SPATIAL RESOLUTION OF THE ANGER CAMERA
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For instance, in maximum likelihood, instead of using all the data, I use only data that are significant,
which means above the electronics noise.

Electronics noise is important because the statistical fluctuations due to the electronics noise sums up
to the intrinsic fluctuation of the signal.

In the image we have again the gamma ray interaction and the result of the measurement (RGB plot).
In the simplest case we neglect the electronic noise (black). But even without the electronics noise,
despite the choice of a totally symmetrical point in the simulation, the irradiation is not symmetric at
all; if we take a single event, not an average, we see that the contributions in green are not the same,
despite the hexagons are symmetric and the interaction occurs in the center of the array.

This because irradiation is a statistical process, we cannot rely that the light taken by a photodetector
is always the same, it depends; there are random reflections on the top of the scintillator. Also the
isotropic emission in the entire solid angle is not uniform -> statistical process, and from a statistical
process we must expect to have a statistical result of the measurement.

But this means that if we now apply each one of the reconstruction algorithm, we will have an error.
Reminder: the PSF of the AnC is a Gaussian, and it is a gaussian because it is the error; each time we
repeat the measurement we get a different configuration of signals and so each time we have a different

reconstructed coordinate. The fluctuation of this reconstructed coordinate reconstruction covers a
gaussian. It has an average point, that is the center, and a spread.
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Hence the AnC has not an infinite precision and doesn’t reconstruct the position with an infinite
precision because each time we repeat the measurement we find different distribution of

photodetectors.

Moreover, in addition to this, we have also the electronics noise.

The electronics noise of the amplifier can be related with a physical meaning, the ENC. The noise is
represented in terms of electrons.

So now in the 3D plot we should add the electronics noise. If we do so, we obtain something like this.

Examples of the impact of the
electronics noise on the overall
spread of amplitudes

«—— ENC=15e-rms

ENC=30e-rms— =

X is the same distribution of photoelectrons as before but in the simulation it has been switched on the
electronics noise; we see we have 15 electrons rms. It means that each photodetector, each hexagon,
has, in addition to the previously mentioned fluctuation of the signal, +-15 electrons of noise = each
column of image x is fluctuating with this sigma, and also we have the a ground signal (blue ones),
because photodetectors that were supposed to have no signal have instead some background.

In image y we can see that the situation is even worse if we increase the noise to 30 electrons rms.

30 e- rms are even able to let the green detectors to change color. Previously they were blue, but now
they have accumulated so much noise that their contribution in the center of mass reconstruction
becomes green > this will impact a lot in the position reconstruction.

In conclusion, to estimate the spatial resolution we get in our camera, we need to calculate the
statistical fluctuation of the signal itself, and, moreover, we need to design carefully the electronics
(amplifier, filters, ecc.) so that they will not dominate in the spread.

Signal fluctuation vs electronics noise

I take the values of signal without noise and I put in them in the first plot in descending order of
amplitude. We can see that the detector in the center collects 400 electrons, the detectors in the border
50 e-.

Now I wonder: how will each photodetector fluctuate statistically? Which is the intrinsic statistical
fluctuation of each column?
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I take as usual Poisson as a good statistical model and what we have in the second plot is the sigma of
the fluctuation calculated according to Poisson > this means that sigma square of the first detector is
400, so the sqrt of 400 is 20.

So in the second plot we have the relative fluctuations of each photodetector.
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Coming to the amplifier, how much good must it be?

As a rule of thumb, ENC<10 or 15 e- rms.

In this case if ENC is 15 e- we are practically adding a contribution in the spread which is the same as
the intrinsic one of the photodetector. It would be no-sense to create electronics with 1 e- rms, because
1 e- rms would be anyway dominated by the intrinsic fluctuation of the signal.

On the other hand, it is neither a good idea to use electronics of 100e- rms, because otherwise we
would be dominated by the electronics noise fluctuation.

When we design such systems, the better the scintillator and the photodetector, the larger is the
number of electrons collected and lower is the relative fluctuations.

ENERGY RESOLUTION
E, = G x X (N, + noise))

N, : electrons collected by the unit /of the matrix
noise, : electrons associated to the electronics noise of the unit /

G : gain factor keV/e-

— the sum of the electronics noise of all the units of the array
(larger than a given threshold) contributes to the statistical fluctuation
of the computed energy

The same concept applies for energy resolution.
Energy means reconstructing not only the position of the interaction of the gamma ray but also the
energy. The energy allows us to reject Compton scattering in the patient, and so it is very important.
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For example, if in SPECT we have 140keV, if we measure with the detector 100keV we know that
this photon has suffered by Compton interaction in the patient.

Fortunately, energy reconstruction is very simple in detectors. The simplest way is just to make the
sum of the signals; we take the contributions and we make the sum.

Usually the energy is given by the sum of the photodetectors signal multiplied by a calibration
coefficient, because the signal is expressed in electrons, the signal is given in keV.

The calibration coefficient is found by irradiating the detector with a known radionuclide, like 99Tc,
and if the sum is always 1400 electrons, we found the conversion coefficient.

However, also here, if we add not only the photodetector signals but also the electronics noise, the
reconstruction of the energy is worsened. And the worse the energy resolution, the worse the capability
to distinguish Compton interactions in the patient. So the electronics noise play also a role in energy
resolution.

ANGER CAMERA FOR SPECT

e |

Anger camera is the most used detector for scintigraphy and SPECT. Scintigraphy is a static recording
of the gamma rays, while SPECT is a computer tomography, the camera is moved around the patient.
The typical SPECT scanner is made out of 3 cameras covering the entire circle and we are rotating
them simultaneously.
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POSITRON EMISSION COMPUTED TOMOGRAPHY (PET)
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Annihilation event

The radioemitter is emitting positrons that are travelling a short track called positron range and when
positron annihilates with electrons it produces a couple of gamma rays that are travelling back to back,
they are detected by a detector element and the technique is based on the fact that two elements trigger
almost instantaneously (or with a time difference if ns) and then we draw a line connecting the two
detectors.

We need a coincidence window to exclude other interactions that doesn’t belong to the coupling of a
pair of gamma rays.

GAMMA CAMERA FOR PET

PMT

SCINTILLATOR

RING-SHAPE
COLLIMATOR

It is based on radial detectors, so detectors placed across a gantry. They may be composed by one
single pixel or by the detectors in th